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Abstract

We analyze how the adoption of the California Consumer Privacy Act (CCPA),
which limits consumer personal data acquisition, processing, and trade, affects voice-AI
firms. To derive theoretical predictions, we use a general equilibrium model where firms
produce intermediate goods using labor and data in the form of intangible capital, which
can be traded subject to a cost representing regulatory and technical challenges. Firms
differ in their ability to collect data internally, driven by the size of their customer base
and reliance on data. When the introduction of the CCPA increases the cost of trading
data, sophisticated firms with small customer bases are hit the hardest. Such firms have
a low ability to collect in-house data and high reliance on data and cannot adequately
substitute the previously externally purchased data. We utilize novel and hand-collected
data on voice-AI firms to provide empirical support for our theoretical predictions.
We empirically show that sophisticated firms with voice-AI products experience lower
returns on assets than their industry peers after the introduction of the CCPA, and
firms with weak customer bases experience the strongest distortionary effects.
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1 Introduction

Today’s firms gather vast amounts of consumer data to design better and more innovative

products, predict customer demand more accurately, increase operational efficiency, and implement

well-targeted and profitable marketing campaigns.1 The use of consumer data, however, also raises

important challenges. One first-order concern is consumer privacy. In general, too strict consumer

privacy laws may hinder firms, whereas full transparency of consumer data disregards privacy with

possible discriminatory outcomes (Acquisti et al., 2016). Consumer privacy laws can have unintended

consequences, as firms with previously-collected consumer data can be advantaged if the collection

of consumer data or its purchase from third parties is restricted.

To understand the role of data restrictions on firm outcomes, we build a structural model in

which firms accumulate data to increase the production of an intermediate good. We study multiple

factors that can affect firm dynamics, such as firm-level differences in the ability to generate internal

data and leverage data for production purposes (i.e., differences in the quality of the algorithms)

and public policies toward data sharing. This parsimonious model allows us to obtain theoretical

predictions on the possible effects of privacy regulations on firm and industry dynamics.

In our model, firms produce intermediate goods by combining labor and data. Firms can col-

lect data internally or acquire data externally from other firms. We focus on several key frictions

and dimensions of heterogeneity: First, firms differ in the amount of raw data they have about their

customers, as some firms have larger customer bases or business models that amplify data collection.

Second, firms can trade data subject to an iceberg transaction cost that changes according to reg-

ulations on data sharing between firms. Third, firms are heterogeneous in their data sophistication

as expressed through their factor shares. We assume that some firms can leverage large amounts of

data for production but are also more reliant on abundant data sources.

We use our model to study the effects of two ways through which the introduction of CCPA

affects the ability of firms to use data. When CCPA impedes data sharing among firms through

1According to the International Data Corporation (IDC), global spending on big data and analytics
solutions will increase to over 215 billion US Dollars in 2021, a 10% increase from 2020. The IDC forecasts
a compound annual growth rate of 12.8% between 2021 and 2025 (Vesset and George, 2021). This reflects
an increase in the volume of data globally generated data, which increased exponentially and reached 33
Zettabytes in 2018 with a projected volume of 175 Zettabytes in 2025 (Rydning, 2018).
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an increase in the iceberg transaction cost, we find that all firms are hurt, but sophisticated firms

with small customer bases are hurt the most. In contrast, firms with large customer bases are the

least affected. The reason is that the cost of trading frictions is paid mainly by data buyers, as

their demand for data is inelastic relative to supply. This is because data buyers cannot adequately

substitute internal data for external data and are generally more reliant on large quantities of

data. Moreover, the non-rivalry of data makes the data supply more elastic. In contrast, privacy

policies that limit the ability of firms to collect data on their customers, sophisticated firms, both

large and small, are similarly negatively affected, as data becomes overall scarcer. These results

indicate that public policies that limit firms’ data sharing distort competition between small firms

and large incumbents more than policies affecting data accumulation because the former hurt small

sophisticated firms.

We test this theory and add to the literature by exploiting a novel and hand-collected data set

of 15,642 conversational-AI firms with access to detailed voice-generated data on U.S. consumers

between January 2017 and February 2022. These firms operate through 27,614 unique voice as-

sistant products on electronic devices. They listen to customers when triggered, exploit recorded

data about them, and receive instantaneous feedback through speech recognition and natural lan-

guage understanding technologies. Since these firms communicate with users vocally, they can build

detailed customer profiles and infer personal habits, gender, and ethnic background.

We analyze how adopting the California Consumer Privacy Act (CCPA) impacted these pre-

viously unstudied firms. According to the State of California Attorney General’s Office, the CCPA

“gives consumers control over the personal information businesses collect on them and how it is used

and shared.” Moreover, it gives consumers the right to choose not to have their data re-sold to third

parties, the right to demand businesses erase their personal information, and the right to be not

discriminated against for exercising any of the above.

In a first step, our empirical approach draws inferences based on comparing firms with voice-AI

products to their industry peers before and after the introduction of the CCPA. In a second step, we

differentiate within this group of sophisticated firms and focus on firms with and without in-house

data. We define firms with in-house data as firms that have gathered more customer feedback per

voice-AI product than their competitors and proxy for such feedback through average ratings and
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the number of reviews. Our panel contains 30,134 observations at the firm-quarter level. This allows

us to introduce firm and industry x quarter fixed effects that control for fixed characteristics at the

firm and industry-quarter levels, which may otherwise be confounders to the relationship between

the CCPA and product outcomes.

We find that the adoption of the CCPA affects sophisticated firms with voice-AI products

negatively relative to firms without voice-AI products through lower returns on assets. Such firms

experience a 1.59% lower return on assets (t-stat = -2.36). This negative effect is even larger for

firms without in-house data as proxied by low ratings or few reviews. Such sophisticated firms with

small customer bases experience a decline in return on assets of up to -2.87% (t-stat = -3.74). These

results confirm the theoretical predictions that restrictions on data trade hit sophisticated firms

with small customer bases the hardest. Moreover, these results are robust to controlling for debt to

assets, log assets, and firm age.

One concern related to the estimation of CCPA’s effects on voice-AI firms is the potential

violation of the parallel trends assumption, for example, due to anticipation or lobbying. Although

we provide an abundance of evidence on the observed counterparts of the parallel trends assumption

(see Figure 8 among others), we still complement our empirical findings by running double machine

learning (Double ML) techniques that model treatment and estimate heterogeneous conditional

treatment effects following Robinson (1988) and Chernozhukov et al. (2016, 2017). Our results from

running Double ML regressions provide additional evidence for the distortionary effects of the CCPA

on firms with less in-house data, along with young and small firms.

This paper pushes the knowledge frontier in several ways. First, we gather a unique data

set on firms that have access to valuable personal information on U.S. consumers in the form of

voice-generated data. Second, we exploit the introduction of the CCPA as it is a data privacy

regulation that accounts for best data practices within the newest technologies.2 While studies have

been conducted to explore business ramifications of privacy regulations, no paper has attempted

to determine the impact, in terms of firm profitability, of the CCPA legislation itself. Third, we

2Older data privacy laws such as the Family Education Rights and Privacy Act (FERPA) and the Health
Information Portability and Accountability Act (HIPAA), studied by Khansa et al. (2012) among others, are
still important and useful, but they do not account for newer information technologies or for the different
ways that data is being used to predict consumer preferences or to price-discriminate.
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identify the channels through which firms’ financial decisions and outcomes change in response to

data restrictions using our novel data set of conversational-AI firms and the CCPA as a shock to

both customer acquisition and to data processing ability. Lastly, we show that our empirical findings

confirm the theoretical predictions of a model in which firms differ in their ability to produce data

internally combined with trading frictions.

2 Literature Review

We contribute to the literature that studies the impact of the newest data regulations on firm

performance. It has been reported that the GDPR hurt the performance of firms in the airline

industry (Aridor et al., 2020), and on European firms’ ability to attract investment (Jia et al.,

2021). Moreover, the GDPR seems to have negatively impacted innovation since AI startups are

re-allocating their limited resources to deal with the implications of the GDPR (Bessen et al.,

2020). However, some studies find a neutral or even positive effect of the GDPR. Godinho de Matos

and Adjerid (2021) show that consumers’ opt-in decisions for a large European telecommunications

provider have increased after the GDPR, leading to increased sales due to more effective targeted

advertising. We find a similar effect of higher profitability and higher customer ratings in the

aftermath of CCPA, but only for firms with more in-house data.

Our analysis contributes to the debate on whether the use of new information technologies

such as AI and big data distorts competition dynamics and ends up creating winner-takes-all effects.

Data can empower growth and innovation because data has the particular economic property of

non-rivalry (Jones and Tonetti, 2020; Cong et al., 2021), which means that data can be used by

any number of firms simultaneously without losing its value, e.g., for the training of algorithms.

However, precisely this economic property of data can lead to anti-competitive effects. For example,

(Farboodi et al., 2019) has warned about the emergence of data-feedback loops that allow large firms

to grow even larger. Large firms generate more data as a byproduct of economic activity. When

combined with technical sophistication and good algorithms, larger firms succeed at making better

predictions, producing more efficiently, and expanding faster than smaller firms. Hagiu and Wright

(2020) argues that when the marginal value of learning from customer data remains high even after
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a very large customer base has been acquired, this can lead to large and persistent competitive

advantages. Data may also allow large firms to expand into new markets (Vives and Ye, 2021) more

easily.

Indeed, some of these theoretical effects have been verified empirically as well. For example,

Babina et al. (2021) find that firms that invest more in AI experience faster growth in sales and

employment, and the AI growth effects concentrate among the ex-ante largest firms, leading to

higher industry concentration and reinforcing winner-take-most dynamics. Moreover, Hoberg and

Phillips (2021) find that over the past years, U.S. firms have expanded their scope of operations.

Increases in scope and scale were achieved largely without increasing traditional operating segments

but rather through scope expansion, primarily realized through acquisitions and investment in R&D

and not through capital expenditures.

Data regulations could end these winner-take-most effects, ameliorate market competition by

encouraging firm entry (Babina et al., 2022) and avoid other harmful societal effects of unregulated

AI (Acemoglu, 2021; Acquisti et al., 2016). Our paper shows that data restrictions, such as the

CCPA, hurt firms without in-house data the most, as they restrict the ability of firms to buy

external data (for a model of data intermediation, see Bergemann et al., 2020). Firms with in-house

data already have deep knowledge about their typical customers, so data restrictions do not hurt

the performance of their AI algorithms as much. As a result, firms with in-house data expand their

market share. This is in line with the theoretical findings of Eeckhout and Veldkamp (2021) who

warn that big firms are using data to reallocate production to the goods consumers want most. As

large firms already have this data, it is easier for them, relative to young, small firms, to tailor their

products to consumers’ preferences. Our work parallels the contemporaneous findings of Babina et

al. (2022) who argue that unequal data access gives incumbents an advantage by discouraging new

entry, as well as the work of Peukert et al. (2021) and Campbell et al. (2015), who show that data

regulation can create barriers to entry and may thus hurt competition. In particular, Campbell et

al. (2015) show that though privacy regulation imposes costs on all firms, it is small firms and new

firms that are most adversely affected, particularly for goods where the price mechanism does not

mediate the effect, such as the advertising-supported internet. Similarly, Peukert et al. (2021) find

that while all firms suffer losses from the GDPR, the dominant vendor, Google, loses relatively less
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and can significantly increase market share in important markets such as advertising and analytics.

The remainder of the paper proceeds as follows. In section 3 the institutional details of the

CCPA are presented and put in a context to Voice-AI products and customer privacy. Section 4

then presents a theory that motivates our empirical approach. Then section 6 presents our data and

section 7 lays out our empirical strategy and findings. Finally, section 9 concludes.

3 The California Consumer Privacy Act

According to the State of California Office of the Attorney General (https://oag.ca.gov), the

California Consumer Privacy Act (CCPA) went through a fast timeline of only 20 months from

the first ballot voting in May 2018 to its enforcement date in July 2020, as shown in Figure 1.

Various significant amendments have also come into effect during this process. An amendment

made in April 2020 exempted “insurance institutions, agents, and support organizations” from the

law because they were already subject to similar regulations under California’s Insurance Information

and Privacy Protection Act (IIPPA). Another significant amendment, the California Privacy Rights

Act (CPRA), often called CCPA 2.0, was approved in November 2020. The CPRA adds new

provisions related to establishing a California Privacy Protection Agency.

Figure 1: CCPA Timeline: From Signing into Law to Effective Data
Source: Office of the Attorney General.

We use the implementation of the CCPA for our analysis because it dramatically alters the

way U.S.-based companies process data. The law includes detailed disclosure requirements, provides

individuals with extensive rights to control how their personal information is used, imposes statutory

fines, and creates a private right of action. CCPA defines “personal information” much more broadly
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than it is defined under most U.S. privacy laws. It is defined as any information that could reasonably

be linked to a particular person or household, whether directly or indirectly. This includes real

name, physical address, biometric information, IP address, online identifier, license number, passport

number, race, records of purchasing history or tendencies, internet browsing and search history,

geolocation data, audio data, employment, or education data, as well as inferences drawn from

these.

Different from centralized opt-outs, e.g., iOS’s “Do Not Track”,3 tracking the share of consumers

exercising their CCPA rights is more complicated and relies on firms disclosing this information.

According to the IAB, a New York-based consortium of advertising, publishing, and marketing

enterprises surveyed privacy attorneys in the industry,4 which states that the CCPA has effects far

beyond California: 60% of responding firms state that they provide CCPA rights uniformly, i.e.,

also to customers in the US outside of California or customers in the EU. This broad effect of the

CCPA is contrasted by a low percentage (1% - 5%) of consumers exercising their right to opt-out of

data selling across channels. Moreover, numerous firms have stopped their data selling activities in

anticipation of CCPA. DataGrail, a data privacy startup, confirms that privacy rights are exercised

outside of California, highlighting that companies tend to offer CCPA privacy rights for all US

consumers.5 Moreover, DataGrail tracked on average 266 privacy requests per one million identities

in 2021, of which 63% were requests not to sell data.

3.1 Conversational-AI and Customer Privacy

Amazon is the largest online retailer in the U.S., generating more than $457 billion in sales

in 2021.6 Founded in July 1994, the company first launched its digital assistant, the Alexa smart

3According to Flurry, an app analytics company, the vast majority of users have not opted-in to tracking
across apps months after the launch of iOS 14.5, which introduced the global switch.

4See the IAB CCPA Benchmark Survey: https://www.iab.com/wp-content/uploads/2020/11/IAB_
CCPA_Benchmark_Survey_Summary_2020-11.pdf.

5See https://www.datagrail.io/resources/reports/2022-ccpa-trends-report/ for DataGrail’s re-
port on CCPA.

6See, e.g., macrotrends.net. In terms of sales, Amazon leads in global smart speaker sales and continues to
expand its lead over Google and Apple, according to VoiceBot.AI. Amazon sold 16.5 million smart speakers
and smart displays during the period 2019-2020, followed by Google with 13.2 million, Baidu at 6.6 million,
and Alibaba with 6.3 million. Apple came in the fifth slot with 4.6 million smart speakers sold in the fourth
quarter.
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speaker, in 2014, which was made available to the general public in 2015, three years before CCPA

was announced and five years before CCPA was passed. Amazon’s Alexa dominates the market for

voice-AI around the globe. In 2018, Amazon Alexa had a 72% market share, compared to 18.4% by

Google in the U.S., where the market for smart speakers has been growing at a 30-40% annual rate.

An analysis from Voicebot.ai shows that the number of adults using smart-speakers grew from 47

million in 2018 to 90 million in 2020, which is approximately 35% of the U.S. population.

Alexa’s Skills, i.e., voice-AI products, allow customers to use their voices to perform everyday

tasks such as checking the news, listening to music, playing games, shopping, accessing news services,

scheduling transactions, checking their bank balances, performing financial transactions, or control-

ling other smart home devices and other utilities. Companies and individuals can publish Skills in

the Alexa Skills Store to reach users of Alexa devices. Amazon made Alexa’s Application Program-

ming Interface (API) openly available to developers, allowing for integration in non-Amazon devices.

Developers can interact with Alexa by developing Alexa Skills, integrating Alexa with third-party

hardware, or adding Alexa support to IoT hardware. Businesses can use Alexa’s existing capabilities

to accomplish business tasks or build new Skills and integrations through the “Alexa for Business”

platform. In short, the Alexa platform allows businesses to “always listen” to customers from Ama-

zon devices or third-party tablets or phones and collect extremely valuable information about them.

This extensive data collection is often used for improving products for the customers but can also

constitute a violation of their privacy.

Although most Alexa Skills are free, there are many ways for firms to earn money by creating

an Alexa Skill.7 First, Alexa Skills can be used to order goods and services directly through the

skill.8 Examples are food delivery or ride-hailing services. Second, Alexa Skills can offer in-skill

purchases to unlock premium features, for example, additional clues in a game or interactive stories.

Finally, firms may want to provide Alexa Skills to strengthen their brand and collect data on the

preferences and needs of customers. Users can link their third-party accounts with Alexa Skills

to access a broader set of features.9 Account linking allows firms to gather additional customer

information and further complement existing customer profiles.

7See the Amazon Alexa Skill manual.
8See the overview for direct purchases of goods and services through Alexa Skills.
9See the account-linking manual.
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4 Model

In this section, we build a simple theoretical model to investigate the effects of privacy reg-

ulations on firm outcomes, focusing mainly on their data accumulation process. We present a

monopolistically-competitive economy in which firms accumulate data to increase the production of

an intermediate good. The novel and crucial feature of the model is that data accumulation results

from internal data generation as a byproduct of economic activity and external data acquisition

from third parties through data trade.

We separate the possible effects of privacy regulations on firms’ economic outcomes by consid-

ering a multitude of shocks to firms’ data accumulation process. We explore shocks to the cost of

external data acquisition as privacy laws prohibit firms from sharing user data with third parties

without active consent, thus increasing the direct and indirect costs of external data trading between

firms.10 We also explore shocks to firms’ ability to gather data about their own consumers, because

privacy protection laws limit the amount of personal data firms can collect on their customers, as

data collection requires valid affirmative consent. Valid consent makes data collection more expen-

sive for firms and can thus reduce a firm’s ability to acquire customers and gather internal data as

a byproduct of sales.

Households There is a unit mass of households with utility

U = ln(C). (1)

Each household consists of a worker and a data analyst who supply their unit of labor in-elastically,

earn wages and consume. The household side of the model is kept simple as the main focus lies on

the firms.

Final Good Sector The final good and numéraire is assembled by many firms using interme-

diate goods with a CES technology

Y =

(∫ 1

0
Y

σ−1
σ

i di

) σ
σ−1

, (2)

10The primary contribution of this theoretical section is to provide a simple framework to think about the
firm value of consumer data and the consequences that data accumulation and privacy laws have on firm and
industry dynamics.
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where σ > 1 is the elasticity of substitution. The price for each intermediate good is determined

competitively and equal to the marginal product of intermediate good i,

Pi =
∂Y

∂Yi
=

(
Y

Yi

) 1
σ

. (3)

Intermediate Good Sector Firms produce intermediate goods by combining labor with data

through a Cobb-Douglas production function

Yi = Dαi
i l1−αi

i , (4)

where

Di =

((
DI

i

) ε−1
ε + ξ

(
DE

i

) ε−1
ε

) ε
ε−1

(5)

is a data bundle combining internal data DI
i and external data DE

i , li is labor from workers, and αi

is the factor share of the data bundle. The elasticity of substitution between internal and external

data is ε > 1. Generally, external data may be less productive than internal data incorporated

through ξ ≤ 1. Data makes labor more productive, as goods are tailored to the customer’s needs,

and production techniques are improved.

Internal data is produced within the firm,

DG
i = AG

i (l
G
i )

1−ϕ, (6)

where AG
i stands for the size of a firm’s customer base, which facilitates data collection, lGi is labor

from data analysts. We can think that data analysts need to implement routines to capture data

from user actions and make it usable, such that internal data is increasing in the amount of labor

dedicated to data gathering.

Firms can decide to share their data with other firms. Such data trade has two crucial features

in this model.

1. Non-rivalry: Firms keep a fraction ν ∈ [0, 1] of shared data.

2. Trade frictions: For any unit of data shared, only 1−τ ∈ [0, 1] units arrive (iceberg transaction
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costs).

First, partial non-rivalry is a real feature of data. Firms do not lose access to shared data. Still,

shared data may be less useful as having access to unique data may increase the firm’s market power.

As a result, total internal data is equal to

DI
i = DG

i − (1− ν)DS
i , (7)

where DS
i denotes data shared with other firms, and ν denotes the degree of non-rivalry in data

trade. We capture this loss of the value of data through sharing through a decrease in the quantity

of internal data.

Second, trade frictions are central to our analysis and stand in for restrictions to data sharing

that stem from privacy laws. Privacy laws may create additional regulatory hurdles to the trade of

data, which we capture through the proportional cost τ .

On a more conceptual note, we think of data sharing as firm i deciding with how many firms

to share its data. As data is shared with more and more firms, the data increasingly loses value for

all firms involved. As DS
i approaches DG

i
1−ν , the value of the shared data vanishes for the individual

firm, but the total market value of data sharing for a firm i is maximized. We do not consider data

sharing that exceeds this point and also reduces the market value of data sharing for a firm i.

Taking all together, the firm’s maximization problem is

max
li,lGi ,DS

i ,D
E
i

Y
1
σD

αD,i

i l
αL,i

i − wY li − wGl
G
i + pDDS

i − pD

1− τ
DE

i (8)

s.t. Di =

((
DI

i

) ε−1
ε + ξ

(
DE

i

) ε−1
ε

) ε
ε−1

(9)

DI
i = DG

i − (1− ν)DS
i (10)

DG
i = AG

i

(
lGi
)1−ϕ (11)

li, l
G
i , D

E
i , D

I
i , D

S
i ≥ 0 (12)

where firm revenue Πi = PiYi = Y
1
σD

αD,i

i l
αL,i

i has already been written out, wY is the wage rate for

workers and wG is the wage rate for data analysts. The trade friction τ drives a wedge between the
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price of selling one unit of data pD and buying one unit pD

1−τ . Effective factor shares are αD,i =
σ−1
σ αi

and αL,i =
σ−1
σ (1− αi).

We consider two dimensions of heterogeneity among firms. First, as in Farboodi et al. (2019),

firms differ in their ability to generate data internally, i.e., have different AG
i . A high AG

i may stand

for a large customer base or a business model that amplifies data collection. Moreover, we consider

firms that differ in their sophistication, i.e., ability to process large amounts of data, but also reliance

on data for their operations. Sophisticated firms have a larger αD,i. In connection to our empirical

analysis, we identify firms with in-house data as firms that have larger customer bases or high ability

to generate data internally through a large AG
i , whereas differences in αi suggest which type of firms

may suffer more adverse effects from data restrictions. Both dimensions of heterogeneity can be

combined, such that unsophisticated firms may have large customer bases, and firms with small

customer bases may be sophisticated.

The first order conditions are given by,

(li) : αL,i
Πi

li
= wY (13)

(
lGi
)
: αD,i (1− ϕ)

Πi

Di

(
Di

DI
i

) 1
ε DG

i

lGi
= wG (14)

(
DS

i

)
: αD,i (1− ν)

Πi

Di

(
Di

DI
i

) 1
ε

= pD − λi (15)

(
DE

i

)
: αD,iξ

Πi

Di

(
Di

DE
i

) 1
ε

=
pD

1− τ
(16)

where λi is a Lagrange multiplier for the non-negativity condition of data sharing DS
i with the

corresponding slackness condition

λiD
S
i = 0. (17)

Whenever firm i finds it optimal to share some data (DS
i > 0), λi equals zero, and λi > 0 whenever

firm i decides not to share any data. In general, firms that have a larger customer base AG
i will

share data, whereas firms with small customer bases will not share data if ν is sufficiently small.

Market Clearing Before moving to our comparative statics, we close the model through the
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market clearing conditions.

∫ 1

0
lidi = 1 (18)∫ 1

0
lGi di = 1. (19)∫ 1

0
DS

i di =

∫ 1

0
DE

i di+ τ

∫ 1

0
DS

i di, (20)

Y = wY

∫ 1

0
lidi+ wG

∫ 1

0
lGi di+

∫ 1

0
πidi. (21)

The first two conditions pin down wages wY and wG for workers and data analysts. The third

condition states that all shared data equals external data plus the iceberg transaction costs, and the

resulting price of data pD clears the market. The final condition states that households use their

wages and firm profits
∫
πidi to buy all final goods.

5 Model Results

We focus on two effects of privacy regulations. Firms may need to ask for explicit approval to

engage in data sharing. Staying compliant with restrictions on data trade leads to trade frictions as

captured by an increase in τ . Second, gathering internal data may also become more complicated,

corresponding to a decrease in AG. Such regulation could have heterogeneous effects on firms

depending on their ability to gather internal data (AG
i ) and their dependence on data (αD,i).

5.1 Theoretical Findings

Before moving to the numerical simulations, consider the simplified setting where firms with

large customer bases do not value external data (ξ = 0). Firms with small customer bases do not

share data and treat internal and external data as perfect substitutes (ε → ∞). Denote ΠS
i as the

profit of data sharing firms and ΠB
i as the profit of data buying firms. Using the envelope theorem,

comparative statics of profits for the trading friction τ are given by

∂ΠS
i

∂τ
=

∂Y
1
σ

∂τ
DαD

i lαL
i +

∂pD

∂τ
DS

i (22)
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∂ΠB
i

∂τ
=

∂Y
1
σ

∂τ
DαD

i lαL
i︸ ︷︷ ︸

GE effect

−
∂ pD

1−τ

∂τ
DE

i︸ ︷︷ ︸
Data Trade

. (23)

There are two effects on firm profits. The general equilibrium effects work through aggregate

demand Y . As a reduction in data trade keeps data from being employed where it is most productive,

it must be that Y is decreasing in trading frictions τ . This effect is negative for all firms and depends

on firm size. The data trade effect works through the effect on the price of data selling pD and data

buying pD

1−τ . An increase in pD

1−τ leads to a fall in demand for data by buying firms. As the supply

is initially unchanged, pD needs to adjust downward to clear the market. In equilibrium, pD

1−τ must

increase to sustain the fall in demand.

Whether the price of buying or selling data adjusts more strongly depends on the elasticity of

supply of and demand for data. When supply is perfectly elastic, pD is pinned down, and pD

1−τ has

to adjust, putting all costs on data buying firms. In contrast, when demand is very elastic, small

increases in pD

1−τ can lead to a collapse in demand, leading to a substantial fall in pD.

In our setting, data-selling firms are larger and can gather data at a low cost, leading to a

high elasticity of the data supply. Partial non-rivalry makes the data supply even more elastic as

the cost of data sharing shrinks. Indeed, with perfect non-rivalry, non-strategic firms share as much

data as possible independent of the price. In contrast, firms with small customer bases cannot easily

substitute for externally-acquired data, as their ability to generate data in-house is severely limited.

This leads to inelastic demand for data. As a result, pD adjusts by less than pD

1−τ . When the data

supply is sufficiently elastic relative to demand, firms with small customer bases may experience

a larger fall in profits than firms with large customer bases. Note that sophisticated data buyers

rely more on data through a larger αD,i and, therefore, acquire more data externally. As a result,

sophisticated small firms experience a larger fall in profits than unsophisticated firms. The general

equilibrium effect leads to a fall for all profits proportional to firm size.

5.2 Numerical Simulation

In our full model, firms are free to simultaneously buy and sell data, as in-house data can be

helpful to learn about one’s customers, and externally-acquired data can give information about new
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potential customers or add information. We find that for the considered calibration, the theoretical

findings carry over to the more general setting when considering relative changes in profits, which is

a more appropriate metric when firms differ in size. First, we see that the price of data buying pD

1−τ

reacts stronger than pD, indicating that data supply is more elastic than demand. As a result, small

firms suffer more from trading frictions as they rely more on external data. Moreover, sophisticated

firms of all sizes suffer more than unsophisticated firms as they buy more and share less data.

Calibration In the following, we focus on a calibration where the parameters for the simulations

are given by αunsoph = 0.2, αsoph = 0.4, ϵ = 2, ξ = 1.0, ν = 0.1, ϕ = 0.3, and AG
small = 0.2 ∗AG and

AG
large = 1.0 ∗ AG. Moreover, we assume that half of the firms have large customer bases, whereas

half have small ones. Each group is also evenly split between sophisticated and unsophisticated.

When we study changes in trading friction τ , we fix the common factor AG to one. When we study

changes to the firms’ ability to generate data internally, we vary the common factor AG and fix

τ = 0.2. The non-rivalry parameter is fixed to ν = 0.1 throughout.

5.2.1 Impact of data sharing frictions

As a first exercise, we study the effect of restrictions on data trade, i.e., an increase in τ . The

direct effect is that it becomes more costly to access external data, and firms substitute missing

external data by increasing internal data gathering. However, not all firms are in the same position

to increase their internal data gathering. In particular, firms with a larger customer base AG
i can

easily increase their data gathering. Moreover, the effect should be amplified for sophisticated firms

that rely more on data. The result on profits is captured in Figure 2.

When looking directly at how firms adjust their data collection in Figure 3, we see that all

firms reduce the acquisition of external data and increase their internal data collection, confirming

the channel through which we see the dispersion in profits.

In general equilibrium, increasing trading frictions τ make the economy less productive, as

data cannot flow to where it is most needed. As a result, the price of data pD, wages wY and wG,

and output Y fall. This result is captured in Figure 4. In contrast, the price of data buying pD

1−τ

increases.
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Figure 2: Firm Profits and Higher Iceberg Transaction Costs: All firms are negatively
affected by worse access to external data, but sophisticated firms with small customer bases
are hit the hardest.
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Figure 3: Relative Firm Responses to Higher Iceberg Transaction Costs: Firms
try to substitute missing external data by generating more internal data, which is easier for
firms with large customer bases.
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Figure 4: Aggregate Responses to Higher τ . An increase in the iceberg transaction cost
τ leads to a fall in the price of data pD, in wages wY and wG and in lower aggregate output
Y .
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5.2.2 Impact of lower ability to generate in-house data

Whereas changes in the trading friction τ affected the trade in data, favoring internal data

generation compared to the acquisition of external data, changes in the ability to generate internal

data AG mainly make data scarcer overall. Scarcer data hurts all firms but sophisticated firms more

severely, which rely more on data. However, data can still flow from firms with large customer bases

to smaller firms. Therefore, the main dimension of heterogeneity is sophistication rather than size.

This result is captured in Figure 5.
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Figure 5: Firm Profits and Data Generation: The profits of all firms fall as data
becomes scarcer. As sophisticated firms rely more on data, their profits fall the most.

Indeed, firms with small or large customer bases reduce their acquisition of external data by

similar amounts in relative terms, avoiding the additional negative effect on small firms. This result

is captured in Figure 6.

The general equilibrium effect of restricted data gathering is that data becomes scarcer, which

increases the price of data pD. The economy also becomes less productive, decreasing wages and

output. This result is captured in Figure 7.

5.3 Model take-aways

To summarize, our theoretical framework predicts that a tightening of data regulations hurts

all firms, but to different degrees. The technologically-sophisticated firms with small customer

bases suffer the most when data trading is affected. In that sense, data regulations may entrench

incumbents because their small but savvy competitors, who could otherwise grow to compete against
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Figure 6: Relative Firm Responses to Lower Data Generation: Heterogeneous effects
on firms are driven by the difference between sophisticated and unsophisticated firms, whereas
firms with the same level of sophistication but different customer bases are similarly affected.
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Figure 7: Aggregate Responses to Lower AG. Less data generation increases the price
of data and makes labor less productive.
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the large incumbents, stand to lose the most from data restrictions. The main reason is that

sophisticated firms are better at leveraging large amounts of data but need data, to begin with,

to grow. Not having internal data or being unable to substitute internal data with external data

adequately hurts them the most. The heterogeneous effect on small firms is not present when only

data generation is affected. In that case, sophisticated firms are hit the hardest, with the size of the

customer base only playing a minor role.

6 Data

This section presents our data. We build a unique data set on businesses that collect vast

amounts of consumer personal information by scraping every product in the United States that has

ever been listed on the Amazon Alexa Skills website. For each product, we have information on

its date of entry into the conversational-AI space, its consumer reviews expressed on a scale from 1

(poor) to 5 (good), and its textual reviews. We merge this unstructured data set with financial and

accounting information from CRSP/Compustat.

6.1 Descriptive Statistics

We construct a panel of firms and voice-AI products (Alexa Skills) by scraping all of Amazon’s

Alexa universe between January 2017 and February 2022. Our data on Alexa Skills is daily and

contains 26,443,950 observations. For each Skill, we have a unique product identifier called Amazon

Standard Identification Number (ASIN), the name of its manufacturer, a customer rating between

zero and five, and the number of verified customer reviews. The Alexa data is merged with the

Compustat universe professionally by Effixis.11 Our U.S. sample contains 381 unique gvkeys. For

the merged firms, we utilize data from WRDS Financial Ratio Suite. The code to generate the

variables of interest is available for download at https://whr.tn/3AtgfhC/. We keep firms with

non-missing observations between 2017Q1 and 2020Q3. To develop a better control group, we drop

all firms from the Fama-French-30 industries that are not represented in our Alexa sample along

with firms from the Utilities and Trading sectors. We also drop all Alexa firms that do not have

11See https://effixis.ch/. Additional details on our data merge are available upon request.
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active Alexa Skills as of 2017Q4, i.e., two quarters before the introduction and three years before the

adoption of the CCPA. These restrictions yield a final panel of 1,586 unique gvkeys and 19 quarters,

and therefore 30,134 observations in total.

Table 1: Summary Statistics

This table reports summary statistics on voice-AI firms. Financial data is from WRDS Financial Ratio Suite.
D2AT denotes debt to asset ratio, and ROA denotes return on assets in percentage terms. Log(AT) and
Log(AT)2 are log book value of assets and its square. Log(Age) denotes log firm age in quarters. Customer
Rating denotes a given firm’s average Alexa rating (out of five) in 2017Q1 and zero for non-voice-AI firms.
Customer Reviews is the mean number of customer reviews (in 10s) for a given firm’s Alexa Skills in 2017Q
and zero for non-voice-AI firms. The sampling period is 2017Q1 to 2021Q3.

N Mean Median Stdev.

ROA 30,134 1.62 5.63 24.96
D2AT 30,134 0.57 0.58 0.25
Log(AT) 30,134 7.14 7.23 2.18
Log(AT)2 30,134 55.80 52.25 31.98
Log(Age) 30,134 2.87 3.04 0.77
Customer Rating 30,134 0.02 0.00 0.24
Customer Reviews (in 10’s) 30,134 0.02 0.00 0.27

Table 1 reports summary statistics on our key variables. As shown, the average (median) ROA

equals 1.62% (5.63%), debt ratio equals 57% (58%), log assets equals 7.14 (7.23), and log firm age

in quarters equals 2.87 (3.04). The average firm has 0.2 comments and a rating of 0.02 out of 5 in

the full sample, as we attribute a rating of zero and zero reviews to firms without Alexa Skills.

Average consumer ratings provide important information about customer satisfaction, but their

reliability depends on the sample size. The concept of statistical power suggests that, when inferring

product qualities, customers should not only look at the average rating of the Skill but also the

number of people who rated it, as well as the dispersion of the raters’ judgments, which provide

important information (Obrecht et al., 2007). For example, an average rating of two stars given by

400 consumers is less noisy than an average rating of two given by five consumers. We, therefore,

utilize both of these measures when we analyze the influence of CCPA on businesses.
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7 Empirical Strategy

This section presents details on our empirical methodologies. We start with the estimation of

homogeneous and heterogeneous treatment effects of the CCPA on sophisticated firms. We then

complement these findings with running Double ML techniques that model treatment and estimate

heterogeneous treatment effects. To do so, we utilize panel data on U.S. public firms at a quarterly

frequency. The main dependent variable of interest is Return on Assets (ROA), which proxies firm

profitability.12 Using the Neyman-Rubin potential outcomes framework, the average treatment effect

on the treated (ATT) can be represented as:

ATT ≡ δ = E[YPost(1)− YPost(0) | T = 1] (24)

= E[YPost(1) | T = 1]− E[YPost(0) | T = 1],

where the second equality follows from the linearity of the expectations operator. Rearranging terms

we can write

E[YPost(1) | T = 1] = δ + E[YPost(0) | T = 1]. (25)

The left-hand side contains a potential outcome variable that can be replaced by its observable

counterpart E[YPost | T = 1] under consistency. As a benchmark counterfactual, we start with

assuming E[YPost(0) | T = 1] = αi + ηt, which contains fixed effects for firms αi and year-quarters

ηt. Assuming parallel trends and no pre-trends leads to:

E[Y | T ] = T × {δ + αi + ηt}+ (1− T )× {αi + ηt} (26)

= δ × T + αi + ηt. (27)

This motivates the estimation of δ with a linear difference-in-differences regression using the two-way

fixed effects (TWFE) structure below:

Yit = δTit + αi + ηt + ϵit. (28)

12We expect private consumer data to improve asset utilization and/or profit margins. ROA allows us to
estimate their combined effect and is not influenced by changes in the equity multiplier.
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The above model allows us to estimate dynamic treatment effects using panel data on firms i

over quarters t and eliminates the risk of control-specific trends.13 We complement this specification

by introducing another counterfactual E[YPost(0) | T = 1] = αi + δt + γ ·Wit that contains control

variables Wit along with heterogeneous treatment effect δ(X) that measures how CCPA’s influence

on ROAs of treated units varies across different dimensions. We, therefore, also run regressions on:

Yit = δ(X) · Tit + αi + ηt + γ ·Wit + ϵit, (29)

where δ(X) = δ0 + δReviews× Reviews +δRatings× Ratings. The intercept δ0 measures treatment

effects for sophisticated firms with zero reviews and ratings. We think of these firms as having

voice-AI products but an insignificant customer base and less in-house data. δReviews and δRatings

measure how the influence of the CCCPA on sophisticated firms varies across different proxies of

customer base. Importantly, specification (29) allows us to also control for time-varying industry

characteristics by introducing industry × year and industry × year-quarter fixed effects. These allow

us to compare sophisticated firms against firms from their Fama-French-48 industries in a given year

or quarter, before and after the introduction of the CCPA.

Treatment effects under unconfoundedness One concern related to the estimation of δ

and δ(X) above is the potential violation of the unconfoundedness assumption. This can make the

parallel trends assumption (E[YPost(1)−YPre(0) | T = 1] = E[YPost(1)−YPre(0) | T = 0]) unreliable.

Although we provide an abundance of evidence on the observed counterparts of the parallel trends

assumption, the assumption itself is formally unverifiable because it contains potential outcome

variables even after the consistency assumption.

We, therefore, also consider the estimation of average treatment effects (ATE) using a partially

linear regression (PLR) model following Robinson (1988) and Chernozhukov et al. (2016, 2017). We

model the probability of being a sophisticated firm as a function of confounders indicated as Xi.

Confounders affect the treatment variable Ti via the function f(·) and the outcome variable via the

13Let E[YPost(1) | T = 1] and E[YPre(0) | T = 1] depend on control variable W. Name the respective
coefficients as θ1 and θ2. Under this scenario, the true ATT δ = δDD + (θ1 − θ2) ·W ̸= δDD unless θ’s cancel
out and our estimate δDD will end up being a biased estimate of the true δ.
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function θ(·) as follows:

Ti = f(Xi) + ηi, (30)

and

∆Yi = θ(Xi) · Ti + g(Wi) + ϵi. (31)

The above specification allows us to estimate a conditional average treatment effect (CATE) of

the CCPA in the U.S. To do so, we collapse the time series information first into pre- and post-CCPA

periods (i.e., before and after the introduction of the CCPA in 2018) and then take a difference (see,

e.g., Bertrand et al. (2004)). The unit of observation i refers to firms, and the outcome variable

is once again ROA. Wi contains firm-level control variables that are previously introduced (e.g.,

pre-CCPA values for debt to assets, log assets, log assets squared, and log age).

θ(Xi) contains an intercept term, customer ratings as of 2017Q4 along with pre-CCPA values

for debt to assets, log assets, log assets squared, sales to working capital, R&D to sales, advertising

expenses to sales, and log firm age. We chose these variables to close potential back doors between

treatment and our outcome variable, and they allow us to estimate conditional average treatment

effects (CATE). The identifiability assumptions of the above specification are E[ϵi | Xi,Wi] = 0,

E[ηi | Xi] = 0 for the initial stages of the estimation, and E[ϵi × η | Xi,Wi] = 0 for the final stage.

We estimate the outcome variable with weighted lasso and sophistication with logistic regression

and use five-fold cross-validation.

8 Empirical Findings

This section presents the main empirical findings of our paper. We start with demonstrating

the homogeneous and heterogeneous effects of the CCPA on voice-AI firms. These provide empirical

support for theoretical predictions laid out in Section 4 and summarized in Figure 2 among other

ones.

We start with providing our findings from specification (28) in Table 2. As shown in column 1

of Table 2, we find that a sophisticated U.S. firm attains around 1.59% (t-value = -2.36) lower ROA

after the introduction of the CCPA after controlling for Firm × Year-Quarter fixed effects. Figure
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Table 2: Effects of the CCPA on Sophisticated Firms

This table reports results from estimating homogeneous and heterogeneous treatment effects of the introduc-
tion of the CCPA on sophisticated firms. The dependent variable is Return on Assets. Sophisticated firms are
firms with active voice-AI skills on Amazon Alexa, and control firms are firms from the same industries that
are not in the Alexa universe. Standard errors are clustered at the Fama-French-48 industry level. Additional
details on the empirical strategy are presented in 7. ⋆ ⋆ ⋆, ⋆⋆, or ⋆ indicates that the coefficient estimate is
significantly different from zero at the 1%, 5%, or 10% level, respectively.

Return on Assets, %
(1) (2) (3) (4)

δ0 -1.590** -2.075*** -2.871*** -2.871***
(-2.36) (-2.84) (-3.77) (-3.74)

δReviews 0.630*** -0.004
(3.63) (-0.04)

δRating 1.104*** 1.106***
(3.59) (3.76)

Fixed Effects
Firm Yes Yes Yes Yes
Industry × Year-Quarter Yes Yes Yes Yes

Observations 30,134 30,134 30,134 30,134
Adj. R-squared 0.851 0.851 0.851 0.851

8 presents evidence on the dynamics of this effect. As shown in the figure, the reduction in ROA

is particularly significant after CCPA became effective in 2020. Columns 2 to 4 of Table 2 present

evidence on effect heterogeneity. As shown, sophisticated firms with small customer bases are hit

hard by the CCPA. δ0 varies between -2.075% (t-value = -2.84) and -2.871% (t-value = -3.74) across

different specifications. As shown in column 2 (3), a one standard deviation increase in Reviews

(Ratings) increases ROA by 0.17% (0.265%).14 As shown in column 4, we use both of our features

in the same regression and show that δRating equals 1.106% with a t-stat of 3.76.

Table 3 presents additional findings on effect heterogeneity for treated units. As shown in

columns 1-3, we once again find that sophisticated firms with small customer bases are hit hard

by the CCPA. A one standard deviation increase in Reviews (Ratings) increases ROA by 0.265%

(0.317%).15 These results are robust to controlling for firm-level characteristics such as debt-to-asset

ratio, log book value assets, squared log book value of assets, and log firm age. Columns 4-6 and

140.27 ∗ 0.63% = 0.17% and 0.24 ∗ 1.104% = 0.265%.
150.27 ∗ 0.98% = 0.265% and 0.24 ∗ 1.32% = 0.317%.
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7-9 show that they are also robust to controlling for firm and industry x year and firm and industry

x year-quarter fixed effects.

Collectively, Tables 2 and 3 highlight that all sophisticated firms are negatively affected by

the CCPA, and sophisticated firms with weak (strong) customer bases experience stronger (weaker)

distortionary effects. Based on columns 1 and 2 of Table 3, a treated unit would need to increase

its customer ratings by 6.22 (= 1.984/(1.328 ∗ .24)) standard deviations or increase its customer

reviews by 4.53 (= 1.195/(0.978 ∗ .27)) standard deviations in order to counter the distortionary

effects of the CCPA. These back-of-the-envelope calculations rely on the identifiability and modelling

assumptions but shed some light on the distortionary effects of the CCPA.

One of our theoretical framework predictions is that data regulations can entrench incumbents

with in-house data. To provide empirical evidence for this theoretical prediction, we run the TWFE

structure from specification (29) to compare sophisticated firms with a big customer base against

sophisticated firms with a small customer base in a subsample test. Motivated from our findings

from column 1 of Table 2 and columns 3, 6, and 9 of Table 3, we proxy customer base with Rating.

Figure 9 presents dynamic treatment effects estimated from this exercise. As shown in the

figure, sophisticated firms with a larger customer base exhibit stronger ROAs after the introduction

of the CCPA compared to sophisticated firms with smaller customer bases. The average treatment

effect for firms with a big customer base is 4.463% (t-stat= 3.94). The analysis is not tabulated for

brevity but is available upon request.

The findings in this section provide empirical evidence consistent with the argument that CCPA

hurts voice-AI firms but benefits firms with big customer bases. Such firms exhibit higher ROAs

after the adoption of customer privacy laws. One concern related to these findings is the potential

violation of the parallel trends assumption, for example, due to firms’ anticipation or lobbying efforts

to shape the CCPA. Figures 8 and 9 provide evidence on the observed counterparts of the parallel

trends assumption and show that we do not have an unnatural experiment. We complement these

by running Double ML regressions in which we drop the stronger unconfoundedness assumption as

explained in Section 7.
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Figure 8: Dynamics of Treatment Effects on Sophisticated Firms

This figure shows the treatment effects of the CCPA on sophisticated firms in the event time. The first
vertical line represents the introduction of the CCPA, and the second vertical line represents its effectiveness
date. We present 90% confidence intervals for each point estimate.

Table 4 presents additional evidence on the economic channel and heterogeneous treatment

effects across U.S. firms. As shown, in line with our theoretical predictions and earlier results,

technologically-sophisticated firms with small customer bases suffer the most when data trading is

affected. On average, firms with lower customer ratings, small firms, and young firms exhibit lower

ROAs. The coefficient for customer ratings, θRating, varies between 2.522 (t-stat=2.51) and 3.359

(t-stat=2.62) across different specifications.

The above findings collectively reinforce the idea that the adoption of the CCPA affects sophis-

ticated firms with voice-AI products negatively relative to industry peers without voice-AI products.

We show this by pinning down negative effects of the CCPA on returns on assets. The negative effect

varies across different dimensions. In particular, it is greater for firms with less in-house data, as

proxied by low ratings or few reviews. Our findings are robust to a rich array of empirical strategies,

control variables, fixed effects structures, and cross-validation.
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Table 4: Effect Heterogeneity Using Double ML

This table presents results from running a partially linear regression (PLR) model following Robinson (1988)
and Chernozhukov et al. (2016, 2017). Confounders Xi affect the treatment variable Ti via function f(·) and
the outcome variable via function θ(·) as:

Ti = f(Xi) + ηi (32)

and
∆Yi = θ(Xi) · Ti + g(Wi) + ϵi. (33)

Time series information is collapsed into pre- and post-CCPA periods and we take first differences for the
dependent variable, ROA (%). The unit of observation i refers to firms. θ(X) contains ratings, log assets, log
assets squared, sales to working capital, log firm age, debt to assets, R&D to sales, and advertising expenses
to sales. W contains firm-level control variables previously used in Table 3 and calculated as pre-CCPA
averages. We present θ(X) coefficients below. Standard errors are bootstrapped. The panel contains 1,586
observations in all columns. ⋆⋆⋆, ⋆⋆, or ⋆ indicates that the coefficient estimate is significantly different from
zero at the 1%, 5%, or 10% level, respectively.

∆ ROA, %
(1) (2) (3)

θ(X)
θRating 2.522** 3.27*** 3.359***

(2.51) (2.76) (2.62)
θLog(AT ) 20.292* 22.677** 25.278**

(1.89) (2.07) (2.26)
θLog(AT )2 -1.119* -1.304** -1.415**

(-1.88) (-2.12) (-2.28)
θSALES2NWC 0.015*** 0.015*** 0.015***

(10.59) (10.12) (7.84)
θLog(Age) 5.744** 4.655

(2.44) (1.57)
θD2AT -14.149

(-1.38)
θRD2SALE -0.774*

(-1.77)
θADV 2SALE -25.815

(-0.75)

Intercept -90.045 -115.081** -115.578**
(-1.94) (-2.30) (-2.32)
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Figure 9: Comparison of Sophisticated Firms with Big and Small Customer Bases

This figure shows the treatment effects of the CCPA on sophisticated firms with a big customer base against
sophisticated firms with a small customer base in the event of the CCPA. The first vertical line represents
the introduction of the CCPA, and the second vertical line represents its effectiveness date. We present 90%
confidence intervals for each point estimate.

9 Conclusion

Quantifying the value of consumer data and consumer privacy is crucial for understanding

the rapid period of transformation of the modern data economy. In this project, we exploit the

introduction of the CCPA, which limits the amount of consumer data firms can collect and trade

but does not affect the amount of data firms can generate in-house to the same extent. We examine

a unique and hand-collected data set of conversational-AI firms that rely on consumer data to grow

their business. We found that personal consumer data is a competitive advantage for firms in the

face of changing privacy regulations and the key to unlocking customer value.

We build a structural model with trade in partially non-rival data. Firms collect data internally

or acquire data externally from other firms, allowing them to conduct analysis on the data and

generate business-relevant analysis, making labor more productive. We allow for heterogeneity in

reliance on data (sophistication) and size of a firm’s customer base (ability to generate internal data).

We show that a tightening of privacy regulation may lead to worsening trading frictions, affecting all

firms adversely, while sophisticated firms that rely more on data suffer more than unsophisticated
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firms. Especially sophisticated firms with small customer bases are hit the hardest. The reason is

that such firms find it difficult to substitute missing external data with internally generated data

and therefore pay most of the cost of trading frictions.

We confirm these predictions in our empirical analysis. We find that firms with Alexa Skills

suffer a larger fall in returns on assets than firms without Alexa Skills. We find that within the

group of firms with Alexa Skills, those with higher ratings and a larger number of customer reviews

suffer less than firms with low reviews and few customer reviews. These results are robust to firm,

year-quarter, and industry x year-quarter fixed effects. We provide additional evidence using double-

machine learning techniques to highlight the heterogeneity and economic mechanisms through which

these negative effects of CCPA manifest. In particular, we find that firms with low customer ratings

that are young and small suffer the most.
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