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Abstract 
Augmented reality in additive fabrication is predominantly applied to the manufacturing of structures from regularly shaped 
materials. Our work however embraces natural heterogeneity, by focusing on the assembly of irregularly shaped elements 
such as mineral scraps. We introduce a computer-aided framework with a 3D stacking engine and an augmented reality 
interface capable of guiding users through the balanced positioning of discrete and highly nonuniform objects according to 
an on-the-fly computed model and without prior trimming of the building unit. The pipeline is tested by the construction 
of two dry-stone structures (i.e., lacking any adhesives), and its accuracy is validated with a comparative study between the 
point cloud of the as-built digitized artifacts and the generated execution model, which shows an average 2.9 ± 1.8 cm error 
between the stones of the two models. We finally show how the proposed framework could be improved both in terms of 
software and hardware. In the interests of reproducibility, all the methods are shared as open source with the community.
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AABB	� Axis-aligned bounding box
FPS	� Frame-per-second
ICP	� Iterative closest point
HUD	� Heads-up display
FPS	� Frames-per-second
ROI	� Region of interest
CD	� Chamfer distance
EMD	� Earth mover’s distance
RMSE	� Root mean square error
SLAM	� Simultaneous localization and mapping

1  Introduction

Augmented reality (AR) applied to manual additive fabri-
cation has grown in popularity in recent years (Wang et al. 
2022) and revealed itself to be a profitable human–machine 
collaboration format (Hoc 2000) to enhance the efficiency 
of already present personnel (Bottani and Vignali 2019). 
Nonetheless, the majority of AR assembly applications are 
centered on numerically produced elements or regular and 
standardized components, e.g. bricks (Mitterberger et al. 
2020). In opposition, minimally processed or reclaimed 
materials are characterized by unpredictable shapes which 
ultimately complexify their adoption in modern augmented 
digital processes.

Besides, the use of irregular materials in additive tasks 
has been mainly targeted by the robotic construction domain. 
In particular, robotic alternatives to stacking processes have 
been theorized (Thangavelu et al. 2018), experimented in 
controlled environments (Aejmelaeus-Lindström et al. 2016; 
Furrer et al. 2017; Wermelinger et al. 2018; Liu et al. 2021) 
and applied to real scenario demonstrators built by a mobile 
robot (Aejmelaeus-Lindström et al. 2020) and a robotic exca-
vator in a fully fledged unstructured environments (Johns 
et al. 2020). Such applications have been proven to be suc-
cessful but for either one of the extremes of the irregular 
material’s size spectrum like gravel or boulders.

A manual system guided by computational intelligence 
could help overcome limitations faced by the robotic assem-
bly of irregular geometries, notably, dealing simultaneously 
with a very large number of differently sized elements, in 
site characterized by severe spatial constraints in e.g. con-
centrated urban areas, and for densely packed target volumes 
such as dwelling’s walls. Human cognitivity and dexterity 
have also the potential in adding flexibility and adaptability 
to autonomous processes otherwise too brittle to unexpected 
events or adjustements.

We present a projection-based AR guidance system for a 
digitized version of the manual stacking of unaltered rigid 
irregular materials. The worker will be assisted by instruc-
tions generated from a numerically computed packing model. 
The paper describes its application in a real-life scenario for 

an alternative version of traditional dry stone assembly, a 
complex manufacturing technique usually requiring highly 
skilled personnel and intense unit processing. Overviews are 
provided on the general setup, the stone dataset digitization, 
and how the stacking algorithm computes each unit’s best 
pose within the scanned as-built landscape. We describe the 
processing of sensing data and the design of the augmented 
projected interface. The AR framework is also evaluated by 
constructing two single-layer walls of 1.7 m length,  0.6 m 
height, and 0.7 m width, fabricated out of as-found mineral 
scraps issued by quarry extraction processes. The structures 
are first digitized with light detection and ranging (LiDAR) 
scanning, and the obtained models are compared with their 
ground-truth data. We finally outline potential improvements 
to the current system’s limitations and future developments.

2 � Relevant works

AR-assisted manufacturing of unpredictable geometries is a 
topic explored in limited research works (Arena et al. 2022; 
Syed et al. 2023). Among those we can report Larsson et al. 
Larsson and Yoshida (209) who propose an audio-visual 
tracking system based on fiducial markers able to guide users 
through the machining of moderately sized irregular tree 
branches with a 6-axis router. Jahn et al. Jahn et al. (2022) 
showcase how introducing a feedback loop logic based on 
depth sensing streams can successfully assist a user during 
a sculpting operation.

Nevertheless, AR-based additive applications tend to 
focus rather on the assembly of geometries with homoge-
neous shapes. Their pose can be easily detected and moni-
tored during the process with either CAD-referenced fiducial 
markers (Hughes et al. 2021) or object-based visual-inertial 
tracking techniques (Sandy and Buchli 2018). Concerning 
the latter approach, the demonstrator proposed by Gard et al. 
Gard et al. (2022) illustrates how, given a known geometry, 
it is possible to provide AR-assisted assembly of multi-state 
objects and multiple object-based tracking of less predicta-
ble, untextured elements. Several other kindred object-based 
algorithms can be applied to guide the correct positioning 
of an object in generic additive manufacturing (Huang et al. 
2021; Stoiber et al. 2022). Nevertheless, such methods pre-
sent technical limitations in monitoring numerous and simi-
larly textured, irregular, densely packed, elements.

Before the recent appearance on the market of advanced 
head-mounted displays (HMDs), researchers have often 
opted for projection-based AR interfaces to guide users 
through precise subtractive (Rivers et al. 2013) or large-scale 
additive operations (Yoshida et al. 2015). Although lack-
ing in ergonomy and ease of deployment, spatial projected 
interfaces remain to this day a well-suited alternative for 
multi-user AR applications by avoiding most of the typical 
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AR limitations in such a scenario: per-device spatial anchor 
sharing, need for stable network connectivity and displays’ 
lag between users caused by rendering bottlenecks. This is 
proven by the recent project of Mitterberger et al. Mitter-
berger et al. (2022), which showcases how projector-based 
AR can be an effective interface in designing and guiding 
contemporary large-scale manufacturing operations.

Robotics projects have also offered numerous approaches 
to the geometric packing and planning of nonstandard rigid 
materials in recent years. Johns et al. Johns et al. (2020) 
propose a model generator that can build multiple layers fol-
lowing an arbitrarily specified bounding box and an updated 
model of the as-built landscape. Also in Thangavelu et al. 
Thangavelu et al. (2020) a sensing system is used to inform 
the planner of the actual state of the overhaul target struc-
ture’s morphology to compute the next best pose. In Furrer 
et al. Furrer et al. (2017) and Liu et al. Liu et al. (2021), the 
entire dataset of objects is pre-scanned only to be thereafter 
fed on-the-fly as single elements to the planner.

3 � Methodology

3.1 � System setup

The assembly station is designed as a demountable tubu-
lar structure built from two lateral, vertical supports and 
a single horizontal beam placed 2.3 m from the ground. 

The middle section of the main spanning element hosts the 
on-board computer vision devices (Fig. 1b, c) featuring an 
RGB camera (Fig. 2a), a 3D stereoscopic camera (Stereo-
labs Inc. 2022), and a XJ-A252 hybrid LED/laser beamer 
with a maximal brightness power of 3000 ANSI-Lumens 
(CASIO COMPUTER CO. 2014) (Fig. 2b). All the hard-
ware components are connected to one computational unit 
(Fig. 2a) responsible for receiving 3D data feeds from the 
stereo camera, processing and outputting projected-visual 
stimuli for the operators to receive. The sensing back ends 
and the major base code body is written in Python, whereas 
the stacking planner has been implemented in C++. Direct 
access to the application is made possible via a simple com-
mand-line interface (CLI) developed on the Linux-based 
operative system Ubuntu 22.04 LTS. The source code has 
been released and is openly accessible under a permissive 
MIT license (Settimi et al. Oct. 2022). The working area 
is defined by the portion of ground where the field of view 
(FoV) of both the sensing device and projector overlap (see 
Fig. 2f). The surroundings are occupied by stones stockpiled 
within the operator’s reach to be constantly selected along 
the entire building process (Fig. 2g).

3.2 � Digital‑physical workflow

The diagram of Fig. 3 illustrates the broad sequencing and 
the dataflow of all human or machine agents involved in the 
proposed fabrication hybrid system. Before beginning the 
assembly, a calibration is required to later convert computed 
data from 3- to 2-dimensional raster frames to be projected 
(Fig. 3g). Additionally, the entire stone dataset at the opera-
tor’s disposal has been labeled and digitized beforehand 

Fig. 1   Overview of the proposed digital manual fabrication setup: 
(a)  Computational unit, (b)  stereo camera, (c)  LED/laser beamer, 
(d) operator, (e) currently placed stone, (f) assembly area, (g) pool of 
available stones

Fig. 2   Close-up detail of the hardware mounted on the overhanging 
portal beam: (a) RGB camera, (b) LED/laser beamer, (c) stereo cam-
era, (d) metal support plate, (e) portal beam
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(Fig. 3b). As the operator selects one stone from the pile 
without specific computational guidance(Fig. 3a), its associ-
ated 3D model is queried and fetched from the cloud dataset 
by feeding the label as a user input to the software. The 

retrieved mesh is next fed to the geometric planner (Fig. 3d), 
together with a 3D mapping of the current scene (Fig. 3c). 
The planner computes the input stone’s best position within 
a hard-coded bounding box corresponding to the targeted 
structure’s dimensions. Once the output pose is compiled 
and visualized, the operator is asked to whether accept the 
pose, restart the geometric node or select a different stone. 
If the pose is categorized as validated, an interactive aug-
mented interface is generated (Fig. 3e) and projected as an 
overlay to the assembly area (Fig. 3g). During the assembly, 
the interface node instructs the operator with different guid-
ance visuals on the correct positioning and orientation of 
the designated stone (Fig. 3h). Once the placement criteria 
are met, the operator validates the stone’s location and the 
current as-build model is updated. Ultimately, the described 
workflow is repeated until the structure is completed.

3.3 � Stones entry‑dataset

Prior to any assembly operations, all the building units 
need to be labeled and digitized via hand-scanning (Fig. 4). 
Stones are grouped in batches of approximately 10 and digi-
tized via a manual infra-red (IR)-based scanning procedure 
with a handheld scanner (FARO Technologies Inc. 2022). 
Through a previously tested post-processing pipeline, sepa-
rate point cloud fragments of the same stone are registered, 
merged, cleaned from outliers, down-sampled, and finally, 
water-tight meshes are obtained via Poisson surfacing (Set-
timi et al. 2022).

In the current version, the dataset consists of 444 enti-
ties with a total number of polygon face not exceeding the 
threshold of 500 when consumed by the software (Set-
timi et al. 2022). Reducing the definition of digital models 
appears to be a necessary trade-off between computational 
processing time and accuracy both for the geometric plan-
ner and the AR-interface generator. Selected stone lengths 
span from a minimum of 10 cm to a maximum of 60 cm 
(Fig. 5). The upper limit of the selected range is mostly set 
by the payload capacity of an average human worker, which 
is approximately 25 kg. Stones with a diameter inferior to 
10 cm are classified as rubble. Thus, they are not individu-
ally scanned and are used indiscriminately as filling material 
for the cavities of the assembled structure as in traditional 
assembly techniques. The inventory is characterized by an 
inconsistent geometrical variation. Although the majority 
of the stones’ shapes could be categorized as 2.5D since 
presenting at least two parallel faces, the overhaul irregular-
ity contributes greatly to the categorization of such material 
stock as waste since regularization operations result in extra 
time and costs for the fabrication pipeline. By informing the 
geometric planner of the geometric model of each assembly 
unit, it is possible to avoid any trimming normally required 
for dry-stone stacking.

Fig. 3   Diagram of the digital-physical workflow: (HO) Human Oper-
ator, (SC) stereoscopic camera, (CU) Computational Unit, (BM) 
LED/Laser Beamer
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3.4 � Stacking planning

At the beginning of each construction step, the stone’s index 
of the selected stone from the pile is manually inserted 
through the command line interface of the software (Fig. 7e). 
This operation is required to retrieve the corresponding 3D 
geometrical model of the stone. Then with the point cloud 
of the current scene captured by the stereo camera (as shown 
in Fig. 6), the geometric planning aims to solve the transla-
tion and rotation of the stone such that the transformation 
can be executed by the operator successfully. To this end, a 
stacking algorithm is developed, solving the problem with an 
optimization formulation, written as the following: 

Here S′
t
 refers to the transformed stone after applying 

the transformation solution M to the original stone St , 
as shown in Eq. 1c. There are two objectives in the pro-
posed formulation: Eq. 1a aims to place the stone as low 
as possible by minimizing the height of the center of mass 
(CoM) of the current stone. Equation 1b minimizes the 
volume of the axis-aligned bounding box (AABB, refers 
to the bounding box that is aligned with the axes of the 

(1a)min
M

CoMS′t
,

(1b)min
M

AABBS′t
,

(1c)s.t. S�
t
= MSt,

(1d)S�
t
∩ Sc = �,

(1e)S�
t
∈ BBwall.

global coordinate system) of the placed stone, as a smaller 
value leads to a better geometric index in the evaluation of 
masonry wall panels (Almeida et al. 2016). Apart from the 
objective, two constraints are considered. First, the stone 
should not overlap with any objects in the current scene Sc 
(Eq. 1d), which is a mesh generated from the point cloud 
obtained from the stereo camera (see Fig. 7b). Also, the 
stone should be transformed into the desired wall space, 
which is defined by a bounding box (Eq. 1e).

The formulated optimization problem is solved by a 
two-fold process. Since the volume of the axis-aligned 
bounding box of a stone is independent of the translation, 
the first step consists of rotating the stone such that Eq. 1b 
is satisfied. Full enumeration is applied to solve the prob-
lem and the obtained rotated stone is pose-optimal. The 
second step is solving Eq. 1a by translating the stone to 
the as-built half wall to minimize the height of the center 
of mass. We discretized the solution space by 0.01 m (for 
translation) and 0.01 rad (for rotation) and used a heu-
ristics optimization solver proposed by Shaqfa et Beyer 
Shaqfa and Beyer (2021) to find the best position. The 
solver samples a random population of possible solutions 
at every iteration and narrows down the solution space 
gradually such that the global optimum can be found in 
an efficient way. In the current experiment, it took 20 s on 
average, and on a processor Intel Core i5-11300 H to solve 
the best placement of one stone. Once the optimal solution 
is found, the stone model from the dataset is translated into 
the scene, as shown in Fig. 7c. The translated stone in the 
form of a surface mesh is recorded (as shown in Fig. 7d) to 
facilitate future comparison of the geometry of the planned 
wall and the as-built wall. The scene geometry (Fig. 7c) 
and the stone assembly (Fig. 7d) are not perfectly aligned 
in this case because it was obtained at the step when we 

Fig. 4   Picture of mineral scraps 
from quarry’s water-sawing 
processes. This typology is the 
most geometrical by-product of 
quarries’ extraction and trans-
formation operations. As all the 
more irregular waste typologies 
present in this study, each ele-
ment has been labeled, scanned, 
and stored in a dataset
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placed the timber frame on the stones to start the next 
layer.The role of the timber frame for each compartment 
of dry-stone rocks is allowing the construction of the final 
wall to be perfectly plumbed and avoiding the accumula-
tion a talus during the building process.

3.5 � Spatial calibration

The heart of the augmented reality system is the ability to 
precisely highlight areas of physical space, based on meas-
ured (e.g., the measured height map) or computed (e.g., a 
given stone’s computed destination position) quantities.

The 3D coordinate system provided by the stereo-vision 
camera is used as the master coordinate system X⃗ = [XYZ] , 
meaning that the identification of the corresponding 3D lines 
to the corresponding 2D pixel coordinate x⃗ = [xy] can solve 
the calibration between the projector and the 3D sensor.

The projector is modeled as the mathematical equiva-
lent of a pinhole camera, with a punctual light source with 
perfect divergence and no distortion (although taking these 
imperfections into account would be easy if they are required 
for better performance). The parameters requiring calibra-
tion are therefore the projector’s “extrinsics” (i.e., its 3D 
position and orientation in the coordinate system defined 
by the stereo-vision camera) and the projector’s “intrinsics” 
(i.e., in this case, the focal length and scaling of the projec-
tor). Equation 3.5 shows the equation that maps x⃗ into X⃗ 
(projector pixels coordinates into 3D coordinates in meters) 
(Intrinsic camera parameters calibration 2022) where R is 
the projector’s rotation matrix, t is its position.

A calibration procedure was developed to collect pairs of 
x⃗ and X⃗ in order to start a minimization procedure to find 
all the unknowns. A calibration target illustrated in Fig. 8c 
was built such that it was easy to identify in directly in the 
X⃗ field coming from the stereo-camera—the disc-on-a-stick 
can easily be detected with a threshold in the Z direction 
since it is higher than the background. The X, Y, Z pixels 
selected by the threshold on Z are then separately averaged 
to give a precise location for the target. The projector is set 
to project a green grid at known x⃗ (visible in Fig. 8), and the 
mean X⃗ is recorded for each one of these.

Thereafter all unknowns in the above equation are 
searched for with a Powell minimization (Scipy documen-
tation for minimization function 2022). If the procedure 
converges, a check allows the user to place the calibration 
target anywhere and its center is computed and highlighted 
on the projector. Users are guided through the procedure as 
visible in Fig. 9.

3.6 � Projected AR interface

Once the geometric planner has completed computing the 
stone pose in the execution model, the operator is asked 
to match the physical rigid transformation to the generated 
virtual one. Following the calculation of the stone pose in 
the execution model, the operator is required to match the 
physical pose with the virtual one. In general, the set of 
visual stimuli required to guide all operator’s manipulations 
is what defines an AR interface. In the proposed pipeline, 
the UI is composed of a series of projected raster images 
generated from the computed model and the sensing data.

(2)s ⋅ x⃗ = K[Rt]X⃗

Fig. 5   Top: graph illustrating the size distribution of stones within the 
dataset. The stone size value is approximated as the diagonal of the 
oriented bounding box (OBB). Below: (a–d) specimens of meshes 
from various shapes and dimensions of mineral scraps. The dataset 
identifier is reported next to the figure label
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Fig. 6   Raw point cloud data 
obtained from the stereo 
camera. The depth matrix is 
later converted to a mesh to be 
input to the geometric planner. 
To avoid camera flickering 
and reduce the overhaul noise, 
multiple frames’ depth matrices 
are averaged together, resulting 
in a mean refresh rate of ∼ 21 
frames-per-second (FPS)

Fig. 7   Image of the application user interface (UI) during the assembly: (a) As-built 3D model live-visualizer, (b)  point cloud from sensing 
device, (c) current stone, (Lausanne) stones previously placed and validated, (e) terminal interface
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Projection-based AR interfacing presents major chal-
lenges compared to HDMs or other screen-based applica-
tions. Building elements can obfuscate portions of the UI, 
objects with hard edges can deform and make widgets or 
heads-up displays (HUDs) unreadable, and external sources 
of light e.g., an overload or on the contrary an insufficient 
amount of projected widgets, could result in a diminution 
of the system’s overhaul visibility and guiding capability 
(Fig. 10). These factors oblige the interface design to limit 
the amount of information displayed to diminish the opera-
tor’s cognitive load while being effective in conveying pre-
cise assembly instructions.

Furthermore, specifically in our scenario, the UI must 
instruct the user on a spatial manipulation characterized by 
6 axes of freedom with limited sensing coverage. The stereo 
camera can only provide 3D data of the built artifact’s upper 

portion Fig. 11a). Thus, all computed feedback relies solely 
on the point cloud stream of only a fragment of the actual 
physical geometry.

To address these challenges the proposed guidance mod-
ule is designed as a two-component interface. First, a pro-
jected green contour provides a visual landmark suggest-
ing the correct planar detection of the stone’s localization 
(translation in the x and y axes) and the yaw axis (rotation in 
the z axis) without any live correcting feedback (Fig. 11c). 
On the other hand, the local refinements for the rotation of 
x and y axes are obtained by following 3 punctual indicators 
actively guiding the user in the achievement of the correct 
heights (direction and intensity of the translation in the z 
axis, Fig. 11d). The 3 key points define a plane defining the 
missing orientation’s roll and pitch rotations (Fig. 11e). The 
previously computed calibration matrix will convert 3D data 

Fig. 8   Projected UI for calibra-
tion phase. a Ground projection 
of the generated grid with 10 
vertical and 4 horizontal lines 
for a total of 40 calibration 
sequences, b portable metal 
disk, c grid node overlaid with 
the pre-marked center of the 
elevated disk

Fig. 9   Calibration UI from the terminal. a CLI program guiding the operator during the calibration, b raster image of the generated grid to be 
projected
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to bi-dimensional pixels at every stage of the sensing data 
processing.

The complete description of the sensing data transforma-
tion into a viable UI takes place in the main rendering thread 
every ∼ 21 frames-per-second (FPS), and it is as follows: 

1.	 Upon selecting a stone, the stacking planner calculates 
its corresponding digital twin’s transformation. The rigid 
transformation is applied to the mesh and it is eventually 
flattened only to extract its 2D contour. The obtained 
polyline is later on projected to localize the region of 
interest (ROI) designated for the current stone (Fig. 12a, 
13a). This allows the user to manually match the physi-
cal stone’s contours with the projected boundary.

2.	 The mesh is next sub-sampled into a point cloud pcdv 
with a definition inferior to 1000 points. Although only 
its visible top portion from the camera origin perspec-
tive is retained. As the physical stone enters the ROI, the 
RGB-D video stream from the stereo camera is averaged 
out every  10 frames, converted into a point cloud pcdc , 
and then cropped to fit the ROI (Fig. 12b).

3.	 After applying a K −Mean clustering algorithm to pcdv , 
we obtain a set of 3 sub-point clouds pcdi,ii,iii

v
 . For each 

of these, we average the center and we recover 3 key 
points Ki,ii,iii

v
 defining the target plane Πv . From every 

Ki,ii,iii
v

 cropping areas are generated with a width of ∼
10 cm. The points of pcdc falling into the projection of 
the cropping areas are segmented out from the parent 
geometry creating 3 distinct point clouds pcdi,ii,iii

c
 . Simi-

larly to the processing applied to the geometric planner’s 
pcdv , 3 key points Ki,ii,iii

c
 are also identified (Fig. 12c).

4.	 While the operator manipulates the stone within the 
ROI, the vectors ��������⃗Ki

v
Ki
c
 , ���������⃗Kii

v
Kii
c

 , and �����������⃗Kiii
v
Kiii
c

 vary mostly 
in intensity and direction. Since we estimate the angle 
differences as negligible, we simplify these vectors to 
their z components. 3 graphical probes with the shape 
of a square are added to the UI and anchored to the key 
points’ 2D projection coordinates (Fig. 12d). The func-
tion of the widget is to convert their own vector’s length 
and signs respectively to a proportioned surface and 
colors: 

(3a)WArea ≠ 0, if ∶ |Kn
c
z − K

n
v
z| ≠ 0,

(3b)WColor = (255, 0, 0), if ∶ (Kn
c
z − K

n
v
z) < 0,

Fig. 10   Preliminary tests for the developing of an efficient projected 
mapping interface: (a) overload of projected information, (b) insuf-
ficient highlighted pixels to effectively display instructions

Fig. 11   Illustration of the 6 degrees of freedom to match for cor-
rectly positioning the object with the correct transform indicated by 
the geometric planner. Note that only the upper area of the stone can 
be monitored due to the vertical position of the 3D camera. Legend: 
(a)  the stone, (b)  the contour of the stone’s 2D projection following 
the z axis, (c) yaw axes defined by the projected object’s outline, (d) z 
axes of the identified key points, (e) the plane constructed from the 3 
key points define implicitly the roll and pitch axes
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 With W as the graphic widget and Kn
c ∨ v

z as the z 
components of key points belonging to the cap-
tured geometry of the physical stones or their vir-
tual, transformed meshes. The widget’s surface will 
result as larger if its correlated vector’s module 
grows (Eq. 3a). If the vector’s direction is negative 
the widget’s graphics will turn red (Eq. 3b), hence 
the user needs to elevate the local stone’s portion. 
Likewise in the opposite direction, the UI element 
will turn blue (Eq. 3c) and the user needs to lower 
the corresponding stone’s corner (Fig. 13a,b,c). The 
pose is considered correct when none of the colored 
widgets is visible (Fig. 13e)

As a result, only those measurements and information 
that are crucial and key are being converted into 2D indi-
cators and used to steer a process otherwise characterized 
by a great deal of complexity (Fig. 14). This seems suf-
ficient to simplify a 3D process that is otherwise charac-
terized by many factors that are at play (Fig. 11).

4 � Experimental results

Two prototypes of one-layered dry-stone structures with 
a 1.7 m length, 0.6 m height, and 0.7 m width each with 
a different collection of building units, were realized to 
test the developed AR-based methodology. The first wall 
presents 40 monitored mineral by-products uniquely from 
by-products of quarry processes involving sawing and 
water-cutting (Fig. 15). In contrast, the second wall fea-
tures 30 tracked mineral scraps issued from all mixed 
quarry’s transforming operations (Figs. 15, and 16a). 
The as-built artifacts are compared to their respective as-
expected geometric planner’s recorded models. As stones 
are positioned and validated by the operator during the 
AR-assembly sequence, the system records their pose in 
a multi-dimensional file. The recording containing all the 
tracked stones is stored as the fabrication is concluded 
(Fig.  16b). Physical structures undergo a destructive 
scanning procedure to obtain their corresponding digital 
models. For each stone to be removed, geometric data of 

(3c)= (0, 0, 255), if ∶ (Kn
c
z − K

n
v
z) > 0

Fig. 12   Sequence of the sensing data processing into the augmented 
UI: (a)  projection of the stone contours, (b)  RGB-D capture of the 
stone’s upper geometry, (c)  point cloud clustering to select 3 key 
points which defines the target plane in the 3D model and the cap-
tured planes in the captured point cloud, (d) widgets for refining the 
final stone’s pose

▸
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the current landscape is acquired. The procedure contin-
ues until the entire wall is dismantled. The collected raw 
scans are subsequently realigned and post-processed in 
a supervised manner to finally register each stone’s pose 
within the 3D model of the walls (Settimi et al. 2022) 
(Fig. 17). By comparing the misalignment between each 
stone of both models, it is possible to produce a quanti-
tative indication of the proposed digital pipeline’s reli-
ability. All the captured data employed in the presented 
evaluation are open-source and publicly accessible (Set-
timi et al. 2022).

With the aim of evaluating the deviation of the as-
built, ground truth artifact from its execution model, a 
spatial alignment of both is required. The translation 
defined by the vector approximates this transformation 
originated by the two point clouds’ centers and refined 
by a RANSAC and Iterative Closest Point (ICP)-based 
registration.

The tolerance induced by the proposed method 
could be evaluated by state-of-the-art metrics for mesh 

comparison via Hausdorff distance (Aspert et al. 2002), 
the chamfer distance (CD) or the Earth mover’s distance 
(EMD) between two point clouds. To avoid meshing the 
scanned point cloud of the artifact and in order to obtain 
additional metrics about the overhaul overlap portions 
between the two sets we used the following metrics 
described below.

First, the fitness measure indicates the overlapping 
area between both models. The higher this parameter 
appears to be, the more closely the two models overlap.

Second, the inlier_RMSE measures instead the root 
mean square Error (RMSE): the distance between the 
two sets of inlier points. In this scenario, a low value is 
recommended.

with

•	 yi is a point defined as an inlier, hence it exists a cor-
respondence point in a range of 0.05 m.

•	 ŷi the corresponding ground truth point.
•	 n the number of inlier points.

The first evaluation was done on the entirety of the two 
sets of point clouds per wall without distinction of stone 
as if we had only two elements to obtain a global accu-
racy of the realignment. As described above, the fitness, 
the inlier_rmse, and the RMSE on the entire wall were 
calculated (Table 1). The average error of the realignment 
was estimated to be around 3 cm for both walls. If we 
compare this value of 3 cm in terms of volume (a cubic 
volume of 3 cm on a side) to the overall volume of the 
wall (0.714 m3 ), this represents an error of only 0.004 %.

The next step was to measure the deviation for each 
stone, which are significantly smaller objects compared 
to the whole wall, separately using the same method. All 
the results are listed in Table 2 and visible in Fig. 17c,f. 
The average pose error of the stones was 2.9 ± 1.8 cm. 
This error is therefore more important if we compare in 
terms of volume on one stone only. However, we under-
stand that this error is not cumulative because it is very 
close to the global error made on the first analysis. We 
can therefore easily understand that this error comes par-
tially from the realignment method but that the stones 
were laid in a repeatable and precise manner within a 
few centimeters of accuracy. This result also shows that 

fitness =
#inlier correspondences

#points in ground truth

inlier_rmse =

�∑
(ŷi − yi)

2

n
, i in inliers

Fig. 13   Example of a stone placed with the proposed AR guid-
ing framework: height probe (a)  consistently, (b)  moderately, and 
(c) close to the computed target, (d) UI widget to approximate the ini-
tial stone position, (e)  interface state indicating a satisfactory pose. 
(f) To prepare a placement, the operator can also sense the targeted 
height indicated by each probe by inspecting the region with their 
hand. This haptic procedure allows the user to foresee the final height 
before start manipulating heavy building units
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our method of calculating the optimal placement for each 
new stone to be placed prevents the accumulation of too 
much error compared to a CAD model already established 
beforehand. If we improve our precision via the different 
tracks elaborated in the next section, the final precision 
error will therefore be improved by the same value due 
to this non-accumulation of error.

5 � Limitations and improvements

In spite of the fact that our approach shows some promise, 
there are a number of challenges that need to be prop-
erly addressed to scale the system to a production-ready 
state. The system presents a height limitation of  1 m, 
after which the calibration fails to represent the gener-
ated 2D interface without distortions. This influences 
the precision at which visual stimuli are displayed, ulti-
mately jeopardizing the reliability of the execution. To 
this extent, a different calibration methodology, together 
with multiple 3D cameras in different spots of the frame 

and characterized by larger FoV may represent an sub-
stantial improvement to the current version. In the current 
state, the structure hosting the sensing hub is stationary. 
This implies that the building area must fit in a volume 
of interest limited by the sensing coverage of the onboard 
sensors. To extend the manufacturing station coverage 
to a linear system, a movable structure seems to be a 
possible solution. Nevertheless, this modification will 
engender a complex need for simultaneous localization 
and mapping (SLAM) to self-localizing and re-calibrat-
ing the sensors’ positions and orientations at any given 
time during the fabrication. Seemingly, the use of HMDs, 
although providing better sensing covering and a more 
immersive guidance system for the stone’s placement, 
will also generate complexities in terms of anchoring and 
syncing multiple devices and 3D information to the com-
monly shared scene.

In future developments, we will focus also on a dedi-
cated on-the-fly, potentially in-hand scanning additional 
feature to the current pipeline which could replace the 
tedious and unrealistic operations of scanning and labe-
ling a dataset prior to the assembly as it is in the proposed 

Fig. 14   The projected AR 
interface is composed of proce-
durally generated raster images 
synthesized from the computed 
3D model and the captured 3D 
data from the stereo camera: (a) 
projected UI, (b) the corre-
sponding 2D template
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study. For outdoor improvements, due to signal interfer-
ence in the stereo camera and low visibility of the pro-
jected interface, a safety one-classed laser projector, as 
well as high-quality infra-red 3D cameras, could repre-
sent a better setup than the proposed one. Regarding the 
sensing coverage, multi-sided and higher-quality sensors 
will most surely make the system more robust to cluttered 
scenes.

To what concerns the digitization of the stone library, 
more advanced compression methods via, i.e. encoding 
in latent vector space would open new directions to the 
characterization of irregularly shaped elements and their 
packaging via AI-based state-of-the-art methods.

Finally, an effective qualitative and quantitative analy-
sis of the human factor involved in the manufacturing 
process could also unveil new insights into the actual 
effectiveness of the proposed interface.

6 � Conclusions

We presented a projection-based AR guidance system for 
the manual stacking of rigid irregular materials following 
a numerically computed packing model. We detail the 
processing of sensing data, the adopted geometric plan-
ner, and the design of the augmented projected interface. 
The evaluation of the developed fabrication pipeline was 
designed for testing its efficiency with the construction 
of full-scale artifacts. Its overall precision has been meas-
ured to be close to the range of 2.9 ± 1.8 cm. Although 
fully functional, we outlined all the limitations and pos-
sible improvements to the current system, which might 
scale it to a future version that can perform in real-life 
production scenarios both indoors and outdoors. With the 
presented experimental setup, we demonstrated how it is 
possible to accomplish additive manufacturing operations 

Fig. 15   Assembly time-lapse 
for the two prototypes: on the 
left the structure constituted by 
scraps originated from cutting 
operations in quarries. On the 
right: the one realized from not 
categorized mineral by-products
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such as stacking with irregular objects by following pro-
jected instructions from a limited sensing coverage. 
Considering the state of the described system we can 
conclude that the proposed pipeline can be generalized 

to any additive stacking operations involving the irregu-
lar object. AR applied to manual operations can offer 
an economically attractive, accessible development, and 
socially acceptable entry-level digitization to numerous 
entities across multiple sectors counting on complex 
manual activities in their processes. Projection-based 
AR in particular can be considered a valuable medium 
in the contemporary technological panorama to instruct 
multiple operators at once and foster collaboration and 
communicability through a commonly shared sensory 
interface, all by improving the precision of execution 
and the reliability of human–machine craftspersonship.

Fig. 16   a Frontal view of the 
physical model realized from 
a mixed set of mineral scraps. 
The timber frame helps to erect 
the wall with a 90 degrees angle 
by defining separate compart-
ments with traditional heights 
of  40 cm. b The recorded 
model is composed by the major 
stones validated by the geo-
metric planner and the as-built 
captured landscapes

Table 1   Evaluation of the realignment between two sets of point 
clouds without distinction of stone

Wall ID Fitness inlier_rmse RMSE
(-) (%) (m) (m)

1 93.6 0.021 0.030
2 91.6 0.018 0.029

Table 2   Evaluation of the 
pose deviation of each stone 
(despite the relative realignment 
precision between two sets of 
point clouds)

Nbr Mean Median SD Min Max
Wall ID Stones RMSE RMSE RMSE RMSE RMSE

(-) (-) (m) (m) (m) (m) (m)

1 30 0.028 0.023 0.016 0.010 0.100
2 40 0.030 0.024 0.021 0.011 0.127
Total 70 0.029 0.023 0.018 0.010 0.113
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