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Abstract

Molecular dynamics (MD) simulations have emerged as a transformative approach to analyse

molecular systems at the atomic level, offering valuable insights into complex biological

processes. Many biological phenomena can only accurately be described by incorporating a

quantum-mechanical (QM) description of atomic interactions, known as first-principles MD

(FPMD). However, their computational cost precludes the simulation of large systems without

compromising simulation time or accuracy. In MD simulations, the time step is limited by the

fastest motions of the system. Multiple time step (MTS) algorithms mitigate this limitation

by integrating the fast and slow force components with different time steps. In FPMD, two

distinct QM methods can be used to capture these force contributions. A low-level method

defines the fast force components and its difference with forces computed with a high-level

method serves as the slow components.

Throughout this thesis project, we have used and developed diverse MD techniques, with a

specific emphasis on MTS and biological applications.

The first project covers a preclinical investigation of drug candidates against the infection

schistosomiasis. In close collaboration with experimental chemists and biologists, we provided

computational insights on the mode of action of these putative drugs. Our simulations

revealed their diverse binding poses in the target proteins resulting in different frequency

of near-attack configurations of the reactive groups activating the drug. This finding could

explain the different in vitro activities against schistosome species. However, all drugs proved

unstable in acidic environments, precluding in vivo activity.

Then, we switched to the further development of MD methods by pursuing an ongoing project

where fewest-switches surface hopping was combined with MTS to accelerate non-adiabatic

MD simulations. This method computes Tully’s transition probabilities at the outer steps and

the Landau-Zener formula is used to detect transitions during the inner steps, that are then

confirmed with a high-level fewest switches calculation. The method was successfully tested

on a small prototypical system, the photorelaxation of protonated formaldimine.

Next, we focus on using machine learning (ML) to infer forces during MTS simulations. We

investigate two schemes. In the first, ML provides an estimate of the slow force components to

bypass the high-level calculations. This method yields large speedups of ∼ 163 at the cost of
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Abstract

sampling phase space according to an approximation of the high-level method. In the second,

ML infers a correction to the fast force components to reduce the gap between the two levels

and thus allowing large increases of the outer time step for speedups of ∼ 7 while sampling

phase space according to the high-level method is guaranteed. Both schemes accurately

reproduced the structure of liquid water.

Finally, we expand the ML-MTS approach by adding two significant improvements. First, we

successfully incorporate the second ML-MTS scheme into a QM/MM framework. In addition,

we develop an adaptive ML-MTS algorithm which enables on-the-fly retraining of the ML

model based on the kernel-induced distance between new and current training configurations.

The MTS ratio is then dynamically adjusted to optimize the use of high-level calculations.

We successfully test this method on a molecule of acetone solvated in water and a small

metalloprotein in aqueous solution.

Keywords: computational chemistry, multiple time step integration, machine learning, drug

discovery, density functional theory, Born-Oppenheimer molecular dynamics, classical molec-

ular dynamics, QM/MM.
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Résumé

Les simulations de dynamique moléculaire (MD) sont apparues comme une approche no-

vatrice permettant d’analyser les systèmes moléculaires au niveau atomique, offrant ainsi

des informations précieuses sur des processus biologiques complexes. De nombreux phéno-

mènes biologiques ne peuvent être décrits avec précision qu’en incorporant une description

quantique (QM) des interactions atomiques, connue sous le nom de ab initio MD (AIMD).

Cependant, le coût des calculs engendré par ces équations empêche la simulation de grands

systèmes sans faire de compromis sur le temps total de la simulation ou sa précision. Dans les

simulations MD, le pas de temps utilisé pour intégrer les équations du mouvement est limité

par les mouvements les plus rapides du système. Les algorithmes d’intégration à pas de temps

multiples (MTS) atténuent cette limitation en intégrant les composantes rapides et lentes de

la force en utilisant des pas de temps différents. Dans le contexte de l’AIMD, deux méthodes

QM distinctes peuvent être utilisées pour modéliser ces contributions de force. Une méthode

de bas niveau définit la composante rapide de la force, tandis que sa différence avec les forces

calculées avec une méthode de haut niveau sert de composante lente.

Au long de ce projet de thèse, nous avons utilisé et développé diverses techniques de MD, en

mettant l’accent sur les algorithmes MTS et l’étude de systemes biologiques.

Le premier projet traite d’une étude préclinique de potentiels nouveaux médicaments contre

la schistosomiase, une maladie infectieuse parasitaire négligée. En étroite collaboration avec

des chimistes expérimentaux et des biologistes, nous avons fourni des informations com-

putationnelles sur le mode d’action de ces médicaments. Nos simulations ont révélé des

variations dans la manière dont ces molécules se lient à leurs protéines cibles, se traduisant

par des configurations plus ou moins favorables à la réaction nécessaire pour l’activation du

médicament. Cette constatation pourrait expliquer les différences d’activités observées in

vitro contre les différentes espèces de schistosomes. Cependant, tous les médicaments se sont

révélés instables dans des environnements acides, ce qui entrave leur activité in vivo.

Nous nous sommes ensuite concentrés sur le développement de nouvelles approches pour

accélérer les simuation MD. Nous avons commencé par poursuivre un projet en cours couplant

l’algorithme MTS avec la méthode "fewest-switches surface hopping" pour accélérer les

simulations MD non adiabatiques. Notre méthode calcule les probabilités de transition d’un

état d’excitation à l’autre avec la méthode de Tully lors de l’intégration des composantes lentes
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Résumé

de la force et utilise la formule de Landau-Zener pour détecter les transitions au cours des

étapes intermédiaires. Ces transitions sont ensuite confirmées par un calcul de haut niveau.

La méthode a été testée avec succès sur un petit système prototype, la photorelaxation de la

forme protonée de la formaldimine.

Ensuite, nous explorons l’utilisation d’une méthode d’apprentissage automatique (ML) pour

inférer des composantes de forces pendant les simulations MTS (ML-MTS). Nous considérons

deux schémas. Dans le premier, l’apprentissage automatique fournit une estimation des

composantes lentes de la force afin de contourner les calculs de haut niveau. Cette méthode

permet d’obtenir des accélérations importantes de ∼ 163 au prix d’un échantillonnage de

l’espace des phases selon une approximation de la méthode de haut niveau. Dans la seconde,

la méthode ML déduit une correction des composantes rapides de la force pour réduire

l’écart entre les deux niveaux, permettant ainsi de grandes augmentations du pas de temps.

Ceci permet d’accélérer les calculs d’un facteur ∼ 7 tout en garantissant l’échantillonnage

de l’espace de phase selon la méthode de haut niveau. Les deux schémas ont reproduit avec

précision la structure de l’eau liquide.

Finalement, nous apportons deux améliorations significatives à l’approche ML-MTS. Tout

d’abord, nous intégrons avec succès le deuxième schéma ML-MTS dans un modèle hybride

traitant une partie du système avec des méthods issues de la mecanique quantique et le reste

avec de la MD classique. En outre, nous développons un algorithme ML-MTS adaptatif qui

permet de ré-entrainer le modèle ML au cours d’une simulation. Le critère définissant la

nécessité d’un ré-entrainement est basé sur la différence entre les nouvelles configurations

d’entraînement et la configuration actuelle. Cette différence est mesurée par une métrique

basée sur la fonction noyau des descripteurs de l’environment atomique. Le pas d’intégration

des composantes lentes de la force est alors ajusté dynamiquement pour optimiser l’utilisation

des calculs de haut niveau. Nous montrons l’efficacité de cette méthode en simulant une

molécule d’acétone dans l’eau et une petite métalloprotéine en solution aqueuse.
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1 Introduction

I knew exactly what to do. But in a much

more real sense, I had no idea what to do.

Michael G. Scott, The Office

The pursuit of discovering new drugs is an arduous and complex task that has long captivated

the minds of scientists and researchers. The urgent need for effective therapies to combat

diseases, coupled with the escalating challenges associated with traditional drug discovery

methods, has spurred the rapid advancement of computational approaches in the domain

of biochemistry. This has paved the way for a new era of drug discovery, where the power of

computational methods and molecular simulations holds great promise in revolutionizing the

way we identify and develop novel bioactive agents.

The process of finding new drugs typically involves the identification of biologically active

compounds that exhibit desirable pharmacological properties, such as potency, selectivity,

and safety [1]. However, the journey from initial target identification to the development of a

clinically viable drug is full of obstacles, including high costs, lengthy timelines, and limited

success rates [2]. The traditional drug discovery paradigm heavily relies on high-throughput

screening, chemical synthesis, and experimental testing of large compound libraries, present-

ing formidable challenges in terms of time, resources, and ethical considerations.

Computational chemistry has revolutionized our understanding of biological processes by

providing the means to simulate and analyze molecular systems at the atomic level thus

unveiling valuable insights and empowering researchers to engage in rational drug design

[3, 4]. By harnessing the power of computational algorithms, researchers can expedite the

drug discovery process by virtually screening vast libraries of compounds, predicting their

interactions with target biomolecules, and optimizing their properties to enhance efficacy and

safety [5].

Over the last few decades, the field of computational chemistry has evolved at a rapid pace.
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Introduction

Thanks to advancements in computational power and techniques, there has been an immense

increase in the size of systems that can be studied with very accurate methods, starting from

a handful of heavy atoms in the 90s to current complicated systems, such as full protein

complexes involving metal centers. This significant expansion in the size of systems under

study has opened up new avenues for scientific investigation, allowing researchers to delve

into intricate molecular structures and to better understand the underlying phenomena.

Molecular dynamics (MD) is a powerful technique that enables the study of biological pro-

cesses occurring under physiological conditions at finite temperature. It allows to draw an

accurate picture of the motion of atoms, thus providing real-time monitoring of all atomic in-

teractions. As a result, MD offers valuable insights into the intricate interactions that are often

beyond the reach of traditional microscopy techniques due to their scale or speed limitations.

One of the challenges in molecular dynamics is the selection of an appropriate level of theory

to describe the molecular system. The accuracy of the simulations heavily depends on the

level of theory chosen, but more accurate methods typically come at a higher computational

cost. Large systems are generally modelled by classical force fields, that offer computational

efficiency but fail to capture the intricate quantum mechanical effects that are sometimes

crucial for accurately describing biochemical systems. On the other hand, ab initio methods

(based on quantum physics) such as Density Functional Theory (DFT) provide a more ac-

curate treatment of the electronic structure but can become prohibitively computationally

demanding, especially for large systems. Therefore, there is a need to develop efficient and

reliable strategies to strike a balance between accuracy and computational cost. This includes

the development of hybrid models that combine accurate quantum mechanical methods for

specific regions of interest with computationally cheaper classical force fields for the rest of the

system. Such hybrid quantum mechanical/molecular mechanical (QM/MM) approaches can

significantly reduce the computational expense while still capturing the essential quantum

mechanical effects [6].

An additional path to reduce the cost of ab initio molecular dynamics is to act on the inte-

gration time step. This time step is usually limited by the fastest vibrational motion in the

system, which imposes very frequent expensive force computations using quantum methods.

To overcome this limitation, multiple time step algorithms (MTS) have been developed [7]. In

this approach, the forces acting on a system are partitioned according to their characteristic

frequencies, and different time steps are used to integrate the motion induced by these forces.

These methods were originally developed in the context of classical molecular dynamics, were

the segmentation of forces is more straightforward. In ab initio molecular dynamics, this

separation is much less obvious and a plethora of variations flourished during the last years

[8, 9, 10, 11, 12].

In parallel, machine learning (ML) methods have emerged as powerful tools also in the

field of ab initio molecular dynamics, particularly for the computation of nuclear forces.

Machine learning approaches, such as neural networks and Gaussian process regression,

2



1.1 Motivation

offer an alternative to traditional quantum methods by learning the mapping between atomic

configurations and corresponding forces from a training dataset obtained from quantum

mechanical calculations [13, 14, 15]. Once trained, these models can rapidly predict forces

for new (sufficiently similar) atomic configurations that can then be used in simulations

[16, 17, 18, 19].

1.1 Motivation

The original goal of this PhD project was to utilize computational methods to contribute to the

understanding of novel mechanisms in large biosystems, with the potential to rationalise the

action of different drugs and help in the discovery of new ones. After gaining initial experience

in this field of application through a preclinical investigation of a group of drug candidates, the

methods and their limitations gained more of my attention, prompting subsequent projects

that prioritized the development of innovative algorithms for simulating biosystems using

approaches based on quantum mechanics.

In particular,we have chosen to concentrate on harnessing the potential of multiple time

step integrators in various complex simulation scenarios that are commonly encountered

in biological systems. These scenarios may involve simulations that describe non-adiabatic

effects or contain a significant number of atoms requiring accurate and expensive quantum

mechanics-based methods for their description.

Building upon the remarkable accomplishments of artificial intelligence (AI) algorithms in the

field of chemistry, we aim to integrate some of these methods into the MTS algorithms. A first

tempting approach would be to directly substitute high-level calculations entirely with an ML

force inference thus achieving very large accelerations. Nevertheless, it is crucial to acknowl-

edge that results derived from AI-based simulations may raise concerns due to the absence

of physics-based calculations and the associated limitations and underlying assumptions.

Our approach proposed here involves utilizing the MTS framework as a mean to prioritize

physics as the primary driving force behind the simulations and ensure an automatic quality

control. Here, the incorporation of ML forces is intended solely to enhance the time step,

ensuring a balance between computational efficiency and maintaining physical accuracy. In

this combination, ML and MTS algorithms can greatly improve the possibilities for simulating

complex biological systems.

1.2 Thesis layout

This thesis begins with an introduction to the theoretical concepts (presented in chapter two)

that serve as the fundamental basis for the research presented. Each subsequent chapter

will then delve into a distinct research project, allowing for a focused exploration of different

aspects within the broader scope of the thesis.
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Introduction

The third chapter of this thesis focuses on a preclinical investigation of drug candidates for the

treatment of schistosomiasis, a deadly neglected tropical infectious disease caused by three

different species of schistosomes. This infection affects over 200 million people worldwide

[20, 21, 22], mostly in developing countries. Schistosomiasis impairs both the physical and

cognitive development of children, provokes organ failures in adults and can ultimately cause

death. Currently, only one drug (Praziquantel) is actively used due to its effect on all three

species of schistosomes. However, resistances are emerging and alternative drugs are needed.

Some organometallic derivatives of the drug oxamniquine were designed as novel candidates

by experimentalists from the groups of Prof. Gilles Gasser (PSL University, Paris) and Prof.

Jennifer Keiser (Swiss TPH, Basel) with the aim of improving the efficacy of oxamniquine

and broadening its use against the different species of schistosomes. Their research yielded

promising results, as they identified molecules that demonstrated enhanced in vitro activity

against all species of schistosomes [23]. With a collaborative project, comprehensive in vitro, in

vivo, and computational investigations of these potential drugs were conducted to characterize

and rationalize their biological activity. Our primary contribution was to explore the mode of

action of these drug candidates using classical molecular dynamics simulations. By applying

this computational approach, we gained insights into how these candidates interact with

their target molecules and were able to suggest reasons for the observed differences in their

potencies.

Following this experience, we moved towards the development of novel methods using multi-

ple time step integration to reduce the cost of ab initio and ab initio-based QM/MM molecular

dynamics.

In this vein, the fourth chapter of this thesis introduces an innovative algorithm that combines

multiple time step integration with trajectory surface hopping (MTS-TSH). This approach aims

to accelerate simulations of systems where non-adiabatic phenomena play a crucial role, such

as photo-induced processes in biomolecules. This method builds upon the idea of combining

two approaches to compute the transition probabilities. The Landau-Zener approximation

is used as a fast screening measure to detect possible jumps during the inner MTS loop. If a

transition is detected, a re-evalutation of the nonadiabatic coupling is performed using the

high level method and Tully’s fewest switches algorithm.

In the fifth chapter, we introduce two schemes for integrating machine learning force predic-

tions into a multiple time step algorithm (ML-MTS). The first scheme focuses on significantly

speeding up the calculations by entirely bypassing heavy computations, although it comes at

the expense of reliability. On the other hand, the second scheme utilizes machine learning

force inference to mitigate the loss of energy conservation that arise when the time step ratio

in increased. By doing so, it is possible reduce the frequency of costly computations while

ensuring the accuracy of the resulting simulation. This approach provides a balance between

computational efficiency and maintaining the desired level of accuracy.

In the sixth chapter, we discuss two major extensions of the second scheme of the ML-MTS
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algorithm introduced in the previous chapter. Firstly, we adapt the method to enable QM/MM

simulations, combining the strengths of quantum mechanics and molecular mechanics ap-

proaches thus enabling efficient ML-MTS-QM/MM simulations of biological material. Addi-

tionally, we introduce a novel adaptive ML-MTS scheme, in which the ML model is trained

on-the-fly, thus removing the tedious requirement of building up a prior training set that

imposes numerous and costly high level calculations. To exploit all computations efficiently,

the time step used for integrating the slow force components can be dynamically adjusted to

conform to the retraining events. With these extensions, the ML-MTS algorithm becomes a

powerful tool for simulating complex biological systems.

Finally, the thesis concludes with a comprehensive summary of the main findings and con-

tributions presented throughout this research. Additionally, potential future directions and

possible outlooks are explored, highlighting opportunities for further research and advance-

ments in this promising field.
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2 Theory

I’m doing stuff, Lori... Things.

Rick Grimes, The Walking Dead

The theory presented in this chapter is inspired by different sections of the following sources

• Statistical Mechanics: Theory and Molecular Simulation, by Mark E. Tuckerman

• Ab initio molecular dynamics: Theory and Implementation, by Dominik Marx and Jürg

Hutter

• Introduction to Electronic Structure Methods, by Ursula Rothlisberger
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Chapter 2. Theory

2.1 Describing the motion of N interacting bodies

The simulation of the dynamics of molecular systems, often referred to as molecular dynamics

(MD), is a complex field that has roots both in classical and quantum physics. When confronted

to a new (scary) problem, my high school physics teacher M. Claude Montandon always

repeated: “If you do not know how to solve a problem, write Newton’s second law of motion”.

So let us follow his wisdom and start with

F = ma. (2.1)

Formulated in 1687 by the English physicist and mathematician Sir Isaac Newton, this equation

implies that if a body is subjected to a force F, it will start moving with an acceleration a.

Even though Newton’s interest in this equation was mostly revolving around describing the

movement of celestial bodies, this equation found its way into almost every scientific field,

including ours.

In an isolated system, a group of N atoms can be viewed as a group of interacting classical

particles. If an atom i is located at position ri , the force acting on it can Fi depend on the

position of all other atoms. would be

Fi = Fi (r1,r2, . . . ,rN ) (2.2)

We can now write the equation of motion of all N atoms as



m1r̈1 = F1(r1,r2, . . . ,rN )

m2r̈2 = F2(r1,r2, . . . ,rN )
...

mN r̈N = FN (r1,r2, . . . ,rN )

. (2.3)

And this is where the problems start. This seemingly easy problem suddenly became a system

of N differential equations and all variables depend on each other. In a realistic molecular

system, the interactions between particle are not linear and finding an analytical solution to

Eq. (2.3) is impossible. Fortunately, mathematics did not stop after Newton.

2.1.1 Hamiltonian classical mechanics

The research in mathematics used to describe the temporal evolution of dynamical systems

made great strides in the late 18th century and early 19th century, with the release in 1788

of Joseph-Louis Lagrange’s treaties on analytical mechanics [24] unifying the different co-

existing theories and introducing Lagrange’s formulation of mechanics. This formalism was
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2.1 Describing the motion of N interacting bodies

reformulated in 1833 by Sir William Rowan Hamilton and notably replaces the generalized

velocities q̇ of the Lagrangian formalism with generalized momenta p. The details of these

formalisms are fascinating but go beyond the scope of this thesis.

In Hamiltonian mechanics, a mechanical system is described by the evolution of a phase

space element (p,q), where p = mq̇ are the momenta of the particles in the system and q their

positions. The system is then described by the evolution of the Hamiltonian function, that

in the cases treated in this thesis can be written in Cartesian coordinates for a system of N

particles as

H(p,q) = T +U (r1, . . .rN ) (2.4)

=
N∑

i=1

p2
i

2mi
+U (q1, . . .qN ), (2.5)

where T is the kinetic energy and U is the potential energy. The Hamiltonian is then the

total energy of the system, expressed as a function of positions and momenta. Given the

Hamiltonian, the equations of motions can be computed directly by Hamilton’s equations of

motion

q̇α = ∂H

∂pα
, ṗα =− ∂H

∂qα
, (2.6)

where the subscript α refers to each coordinate component of the positions q1, . . . , q3N or

momenta p1, . . . , p3N .

One key property of Hamilton’s equations of motion is that they conserve the total Hamiltonian

∂H

∂t
=

3∑
α=1

N

(
∂H

∂qα
q̇α+ ∂H

∂pα
ṗα

)
(2.7)

=
3∑

α=1
N

(
∂H

∂qα

∂H

∂pα
− ∂H

∂pα

∂H

∂qα

)
(2.8)

= 0. (2.9)

Since the Hamiltonian is equivalent to the total energy, this property is the law of energy

conservation.
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2.1.2 Poisson brackets and Liouville operator

Now let us consider a function that describes the evolution of a quantity in the phase space,

f (q,p). The time evolution can be written as

d f

d t
= ∂ f

∂q
q̇+ ∂ f

∂p
ṗ (2.10)

=
3N∑
α=1

(
∂ f

∂qα

∂H

∂pα
− ∂ f

∂pα

∂H

∂qα

)
≡ { f , H },

where Hamilton’s equation of motion Eq. (2.6) have been used. { f , H } is the Poisson bracket of

f and H . The relation Eq. (2.10) implies that the Poisson bracket {•, H } is a generator of the time

evolution of any function evolving in the space described by the Hamiltonian H . For example,

the coordinate of a system q at time t can be directly computed from q(t = 0) by solving

Eq. (2.10) and using the anticommutativity property of the Poisson bracket ({ f , H } =−{H , f }),

d f

d t
= { f , H } (2.11)

=−{H ,•} f .

Another popular formulation of the time evolution operator {H ,•} is the Liouville operator L,

defined as

i L = {H ,•} (2.12)

=
3N∑
α=1

(
∂H

∂pα

∂

∂qα
− ∂H

∂qα

∂

∂pα

)
(2.13)

where i =p−1 and Eq. (2.11) can be solved for any time t ,

f (t ) = e i Lt f (0). (2.14)

Unfortunately, the action of e i Lt on an element of phase space cannot be evaluated. If it could,

that would mean that any mechanical problem could be solved exactly with an analytical

solution.

10
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2.1.3 Generating integration methods

Despite the deception of the inability of the Liouville operator to solve instantly every problem

in mechanics, it can serve as a good base to create algorithms that approximate Hamilton’s

equation.

The Liouville operator can be separated into two parts, i L1 and i L2, corresponding to

i L ≡ i L1 + i L2 (2.15)

with

i L1 =
3N∑
α=1

∂H

∂pα

∂

∂qα
, i L2 =−

3N∑
α=1

∂H

∂qα

∂

∂pα
. (2.16)

These two separate operators are more convenient than their sum counterparts, in the sense

that the actions of the exponential of i L1 or i L2 on an element of phase space can usually be

evaluated exactly.

A property of these operators L1 and L2 that will be mentioned in the next chapters is that

they do not commute, in general. This means that the order in which the operator is applied

changes the results. This can be verified using a simple 1D example where the Hamiltonian

can be expressed in Cartesian coordinates as

H = p2

2m
+U (q). (2.17)

Using equation Eq. (2.16), the operators becomes

i L1 = p

m

∂

∂q
, i L2 =−∂U

∂q

∂

∂p
= F (q)

∂

∂p
. (2.18)

Applying the operator i L1i L2 to an arbitrary function f (q, p) gives

i L1i L2 f (q, p) = p

m

∂

∂q
F (q)

∂

∂p
f (q, p) (2.19)

= p

m
F (q)

∂2 f

∂p∂q
+ p

m

∂F

∂q

1

m

∂ f

∂p
.

Conversely, applying i L2i L1 gives

11



Chapter 2. Theory

i L2i L1 f (q, p) = F (q)
∂

∂p

p

m

∂

∂q
f (q, p) (2.20)

= F (q)
p

m

∂2 f

∂p∂q
+F (q)

1

m

∂ f

∂q
.

Therefore, the commutator applied to f (q, p) is

[i L1, i L2] f (q, p) = p

m

∂F

∂q

∂ f

∂p
− F (q)

m

∂ f

∂q
̸= 0. (2.21)

Since no hypothesis was made on f (q, p), this shows that i L1 and i L2 do not commute. This

property is particularly inconvenient for Eq. (2.14), where the two operators cannot be applied

successively as

f (t ) = e i Lt f (0) = e(i L1+i L2)t f (0) ̸= e i L1t e i L2t f (0) (2.22)

However, this separation can be achieved using Trotter’s theorem as

e i Lt = e(i L1+i L2)t = lim
P→∞

(
e i L2t/2P e i L1t/P e i L2t/2P

)P
. (2.23)

If we define an integration time step ∆t = t/P , Eq. (2.23) can be expressed in a more intuitive

way,

e i Lt = e(i L1+i L2)t = lim
P→∞,∆t→0

(
e i L2∆t/2e i L1∆t e i L2∆t/2

)P
. (2.24)

The introduction of the decomposition with the symmetric Trotter theorem transformed the

problem. Originally, the goal was to compute the time evolution after an arbitrarily long time

t with a single application of the operator. Now we are computing P smaller time evolutions

with an increment ∆t that will eventually sum to the original time objective t . However, the

limits P →∞ and ∆t → 0 is an obvious setback, as applying an operator an infinite number of

time does not solve our problem. Therefore, we introduce a first approximation: P is finite.

Eq. (2.24) then becomes

e i Lt = e(i L1+i L2)t ≈
(
e i L2∆t/2e i L1∆t e i L2∆t/2

)P +O (P∆t 3). (2.25)

The last term O (P∆t 3) indicates that the leading order error related to this approximation is

proportional to P∆t 3. We remind that P = t/∆t , meaning that the error is proportional to ∆t 2.
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2.1 Describing the motion of N interacting bodies

Isolating an individual small time increment, the operator is

e i L∆t ≈ e i L2∆t/2e i L1∆t e i L2∆t/2 +O (∆t 2) (2.26)

2.1.4 Deriving the velocity Verlet algorithm

The application of the operator e i L1t and e i L2t to an element of phase space can be explicitly

computed. Let us demonstrate this on a single particle moving in 1D with the Hamiltonian in

Eq. (2.17). Using the operators L1 and L2 obtained in Eq. (2.18), Eq. (2.26) becomes

exp(i L∆t ) ≈ exp

[
∆t

2
F (q)

∂

∂p

]
exp

[
∆t

p

m

∂

∂q

]
exp

[
∆t

2
F (q)

∂

∂p

]
. (2.27)

Starting from the initial conditions (q0,p0), the evolution of this phase space element can be

approximated by

[
q(∆t )

p(∆t )

]
≈ exp

[
∆t

2
F (q0)

∂

∂p0

]
exp

[
∆t

p0

m

∂

∂q0

]
exp

[
∆t

2
F (q0)

∂

∂p0

]
.

[
q0

p0

]
(2.28)

The application of these operators is not straightforward. Let us first study the action of an

operator that has the same form as our operators,

exp

[
c
∂

∂x

]
(2.29)

acting on a function f (x) and where c is independent of x. This operator can be expanded in a

Taylor series

exp

[
c
∂

∂x

]
f (x) =

∞∑
k=0

1

k !

(
c

d

d x

)k

f (x) (2.30)

=
∞∑

k=0

1

k !
ck d f k

d xk
(x).

We recognize here the Taylor expansion of the function f (x + c) around c = 0 and therefore

exp

[
c
∂

∂x

]
f (x) = f (x + c). (2.31)
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We can use this identity in Eq. (2.28) to compute the successive application of all three opera-

tors on an element of phase space. First,

exp

[
∆t

2
F (q0)

∂

∂p0

][
q0

p0

]
=

[
q0

p0 + ∆t
2 F (q0)

]
(2.32)

which is followed by

exp

[
∆t

p0

m

∂

∂q0

][
q0

p0 + ∆t
2 F (q0)

]
=

[
q0 +∆t p0

m

p0 + ∆t
2 F (q0 +∆t p0

m )

]
(2.33)

and finally [
q(∆t )

p(∆t )

]
≈exp

[
∆t

2
F (q0)

∂

∂p0

][
q0 +∆t p0

m

p0 + ∆t
2 F (q0 +∆t p0

m )

]

≈
[

q0 + ∆t
m

(
p0 + ∆t

2 F (q0)
)

p0 + ∆t
2 F (q0)+ ∆t

2 F
[
q0 + ∆t

m

(
p0 + ∆t

2 F (q0)
)]

.

]
(2.34)

This results give a recipe to follow to update the positions and momenta to compute the time

evolution of a system. Moreover, using v = p/m, q(∆t ) can be written as

q(∆t ) = q0 + v0∆t + ∆t 2

2m
F (q0). (2.35)

The momenta part of Eq. (2.34) can be combined with Eq. (2.35) to obtain a simple form for

the velocity update,

v(∆t ) = v0 + ∆t

2m

[
F (q0)+F (q(∆t ))

]
. (2.36)

This time propagation scheme is known as the velocity Verlet algorithm, one of the most used

integration schemes in molecular dynamics. The algorithm is represented in Algorithm 2.1.

This scheme can be derived more easily using Taylor expansions for the positions and veloci-

ties, but this development shows the capability of the Liouville formalism to build complex

integration schemes.
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1: Initialize positions, velocities, forces: q,p,F
2: for i = 1, maxiter do (MD loop)
3: Momenta update: p ← p+0.5 ·∆t ·F
4: Position update: q ← q+∆t ·p/m
5: Compute forces
6: Momenta update p ← p+0.5 ·∆t ·F
7: end for (MD loop)

ALG. 2.1: Standard velocity Verlet algorithm.

2.2 Classical molecular dynamics

The dynamical properties of molecules can often be well described by equations from classical

physics. Molecules are usually represented as a group of atoms described as point-like particles

of mass m and charge q connected by a complex network of spring-like potentials. In most

classical MD methods, the potential energy is modelled by a variation of

U (r1, . . . ,rN ) = ∑
bonds

1

2
kbond(r − r0)2 + ∑

bends

1

2
kbend(θ−θ0)2

+ ∑
tors

6∑
n=0

An
[
1+cos

(
Cnφ+δn

)]
+ ∑

i< j

{
4ϵi j

[(
σi j

ri j

)12

−
(
σi j

ri j

)6]
+ 1

4πϵ0

qi q j

ri j

}
. (2.37)

In this equation, the first term represents the covalent bonds, modelled by a spring of rigidity

kbond and an equilibrium bond length r0. The second term represents the angular stretch

between atom triplets, that is also modelled by a harmonic potential. The third term adds

information on the preferential dihedral angle formed by 4 atoms. The next two terms are the

non-bonded interactions: the van der Waals interaction and the Coulomb potential. Fig. 2.1

shows a graphical representation of the bonded terms in Eq. (2.37).

In general, all atoms can have different parameters for all these interactions. Therefore, this

potential function contains a high number of inter-dependent parameters. The combination

of the form of the energy potential and the set of parameters used to describe a molecule is

generally referred to as the “force field”.

The most attractive property of molecular dynamics based on a classical potential is their

affordable cost, allowing long simulations of large systems. However, a lot of properties of

molecular systems can only be described by including the quantum nature of the interactions

between atoms.
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𝑟 𝜃

𝜙

Figure 2.1: Representation of the bonded variables generally used in classical molecular dynamics.

2.3 Born-Oppenheimer molecular dynamics

Going beyond classical models for the interactions between atoms, we would want to use

interactions derived directly from quantum mechanics to compute the displacements of the

atoms in a molecule. In this section, we show under which hypotheses this can be achieved.

In non-relativistic quantum mechanics, the many-body system consisting of interacting nuclei

at positions RI and electrons ri should ideally be solved by the time-dependent Schrödinger

equation

iℏ
∂

∂t
Φ({ri }, {RI }; t ) = ĤΦ({ri }, {RI }; t ). (2.38)

In its position representation, the Hamiltonian H containing all interactions between nuclei

and electrons can be written as

Ĥ =−∑
I

ℏ2

2MI
∇2

I −
∑

i

ℏ2

2me
∇2

i +
∑
i< j

e2

|ri − r j |
+∑

I ,i

e2ZI

|RI − ri |
+ ∑

I<J

e2ZI ZJ

|RI −RJ |
(2.39)

=−∑
I

ℏ2

2MI
∇2

I + Ĥel({ri }, {RI }) (2.40)

where the lowercase indices refer to electrons and uppercase indices to nuclei, M and me are

nuclear and electronic masses, respectively, and Z are atomic numbers. The first two terms

of Eq. (2.39) correspond to the kinetic energy operator and the last three are the Coulomb

interactions between electron pairs, electron-nuclei pairs and nuclei pairs, respectively. Finally,

Eq. (2.40) gathers all terms that do not depend on the nuclear momenta in the electronic
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2.3 Born-Oppenheimer molecular dynamics

Hamiltonian Hel. To solve Eq. (2.38), let us consider the electronic part of the Hamiltonian for

fixed nuclei. The time-independent Schrödinger equation for this system is

Ĥel({ri }; {RI })Ψk = Ek ({RI })Ψk (2.41)

where k corresponds to the k-th electronic state. Then, using an Ansatz for the exact solution

of this problem, the total wave functionΦ can be expanded using the complete set of eigen-

functions {Ψl } of Ĥel along with the nuclear wave functions χ({RI }, t) that can be viewed as

time-dependent coefficients,

Φ({ri }, {RI }; t ) =
∞∑

l=0
Ψl ({ri }, {RI })χl ({RI }; t ). (2.42)

This expression can be substituted in Eq. (2.38),

iℏ
∂

∂t

∞∑
l=0
Ψl ({ri }, {RI })χl ({RI }; t ) = Ĥ

∞∑
l=0
Ψl ({ri }, {RI })χl ({RI }; t ). (2.43)

Then, using the Hamiltonian Ĥ from Eq. (2.40) in Eq. (2.43), multiplying from the left byΨ∗
k ,

and integrating over all electronic coordinates r, we obtain the coupled differential equations

iℏ
∂

∂t
χk =

[
−∑

l

ℏ2

2MI
∇2

I +Ek ({RI })

]
χk +

∑
l

Cklχl (2.44)

where

Ckl =
∫
Ψ∗

k

[
−∑

I

ℏ2

2MI
∇2

I

]
Ψl dr+∑

I

1

MI

∫
Ψ∗

k (−iℏ∇I )Ψl dr(−iℏ∇I ). (2.45)

This operator is the exact nonadiabatic coupling between the k-th and l-th electronic states.

The diagonal contribution Ckk only depends on a single adiabatic wave functionΨk and there-

fore represents a correction to the k-th adiabatic eigenvalue Ek of the electronic Schrödinger

equation (Eq. (2.41)). The second term of Eq. (2.45) is equal to zero when the electronic

wave functionΨk is real and the adiabatic approximation is obtained by only considering the

diagonal terms

Ckk =−∑
I

ℏ2

2MI

∫
drΨ∗

k∇2
IΨk . (2.46)
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The coupled differential equations in Eq. (2.44) are now completely decoupled as

iℏ
∂

∂t
χk =

[ ℏ2

2MI
∇2

I +Ek ({RI })+Ckk ({RI })

]
χk . (2.47)

This decoupling has a consequence: the movements of the nuclei cannot change the quantum

state, k, of the electronic subsystem during time evolution. Therefore, the coupled nuclear

and electronic wavefunction in Eq. (2.42) can also be decoupled as

Φ({ri }, {RI }; t ) ≈Ψk ({ri }, {RI })χk ({RI }; t ). (2.48)

Finally, the last approximation is to also neglect the diagonal terms Ckk and Eq. (2.47) becomes

iℏ
∂

∂t
χk =

[ ℏ2

2MI
∇2

I +Ek ({RI })

]
χk . (2.49)

This hypothesis defines the Born-Oppenheimer (BO) approximation. The BO approximation

is often used by invoking the mass difference between nuclei and electrons, thus allowing to

decouple the motion of the nuclei from the motion of the electrons. This approximation can

be applied safely in most cases, but it breaks down when the energy difference between two

states is low or when the system is subject to a strong electromagnetic field such as a laser, in

which the electronic and nuclear degrees of freedom evolve on a similar time scale.

To use a classical MD propagation algorithm, we want to approximate the nuclei as classical

point particles. Let us start by writing the the nuclear wave function as a function of an

amplitude Ak > 0 and a phase Sk , which can both be considered real,

χk = Ak e i Sk /ℏ. (2.50)

Plugging this expression into Eq. (2.49) and separating the real and imaginary parts, the

equation for the nuclei can be expressed as

∂Sk

∂t
+∑

I

1

2MI
(∇I Sk )2 +Ek = ℏ

∑
I

1

2MI

∇2
I Ak

Ak
(2.51)

∂Ak

∂t
+∑

I

1

MI
(∇I Ak )(∇I Sk )+∑

I

1

2MI
Ak (∇2

I Sk ) = 0. (2.52)

If the nuclear probability density is given by ρk = |χk |2 = A2
k , multiplying Eq. (2.52) by Ak from

the left gives
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2.3 Born-Oppenheimer molecular dynamics

∂A2
k

∂t
+∑

I

1

MI
∇I (A2

k∇I Sk ) = 0 (2.53)

Studying the phase Sk of the nuclear wave function associated to the k-th eigenstate in

Eq. (2.51), one term depends explicitly on ℏ. In the classical limit ℏ→ 0 this term vanishes and

∂Sk

∂t
+∑

I

1

2MI
(∇I Sk )2 +Ek = 0. (2.54)

Interestingly, this equation is isomorphic to Hamilton-Jacobi’s equation of motion

∂Sk

∂t
+Hk ({RI }, {∇I Sk }) = 0 (2.55)

with a classical Hamiltonian function given by

Hk ({RI , {PI }) = T ({PI })+Vk ({RI }) (2.56)

expressed using the generalized coordinates {RI } and momenta {PI } of the nuclei. Using the

connection transformation

PI ≡∇I Sk , (2.57)

a Newtonian equation of motion can be written as

ṖI =−∇I Vk
(
{RI }

)
(2.58)

=−∇I Ek . (2.59)

Finally, this equation can be written in a more familiar form

MI R̈I (t ) =−∇I V BO
k ({RI (t )}). (2.60)

This equation signifies that within the BO approximation, the nuclei can be treated as classical

particles subject to an effective V BO
k which is given by the BO potential energy surface of the

k-th electronic state. It is then possible to use the time-independent electronic Schrödinger

equation (Eq. (2.41)) to compute the forces acting on the nuclei and simultaneously use
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algorithms from classical molecular dynamics to compute the movement of the nuclei,

MI R̈I (t ) =−∇I min
Ψ0

{
〈Ψ0| Ĥel |Ψ0〉

}
(2.61)

ĤelΨ0 =E0Ψ0. (2.62)

We now need a way to solve Eq. (2.62) efficiently.

2.4 Density Functional Theory

The problem now is to solve the non-relativistic time-independent Schrödinger equation

ĤΨ= EΨ (2.63)

with the electronic Hamiltonian Ĥel in Eq. (2.40). To avoid cumbersome notations, let us

define T̂e , V̂ee , V̂eN and V̂N N corresponding to each terms, so that the electronic Hamiltonian

reads

Ĥel = T̂e + V̂eN + V̂ee + V̂N N . (2.64)

The the time-independent Schrödinger equation with the electronic wave function is

ĤelΨel(r1, . . . ,rN ) = EelΨel(r1, . . . ,rN ). (2.65)

However, findingΨel is a complex task, mostly due to the electron-electron interaction term

in Eq. (2.64). This is a many-body problem where all electrons are considered simultaneously.

Density functional theory (DFT) is one of the most popular approaches for investigating the

electronic structure of such many-body systems. The central quantity of DFT is the electron

density ρ(r) that describes the probability to find an electron at position r and can be expressed

as

ρ(r) = N
∫
· · ·

∫
Ψ(r,r2, . . . ,rN )Ψ∗(r,r2, . . . ,rN )dr2 . . .drN . (2.66)

Compared to the total many-electron wave function Ψ(r1, . . . ,rN ), ρ(r) is only a function of

a single set of three Cartesian coordinates, making this quantity much more comfortable to

work with.
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2.4 Density Functional Theory

The base of DFT lies in the two Hohenberg-Kohn (HK) theorems that can be summarized

as follows. The first HK theorem suggests that Eq. (2.66) can be reversed, meaning that a

given predefined potential vext(r) generated by the nuclei uniquely defines the density of the

ground state ρ0. Consequently, it also defines the ground state electronic wave functionΨ0 as

a unique functional of the ground state density ρ0(r),

Ψ0(r,r2, . . . ,rN ) =Ψ[
ρ0(r)

]
. (2.67)

Therefore, the expectation value of any (ground-state) observable Ô is a functional of ρ0(r),

O0 =O[ρ0] = 〈Ψ[ρ0]|Ô |Ψ[ρ0]〉 . (2.68)

In the specific example of the energy,

Ev,0 = Ev [ρ0] = 〈Ψ[ρ0]| Ĥel |Ψ[ρ0]〉 . (2.69)

The second HK theorem says that if ρ′(r) is another density,

Ev [ρ0] ≤ Ev [ρ′]. (2.70)

Coming back to Eq. (2.69), one can write

Ev [ρ0] = 〈Ψ[ρ0]| Ĥel |Ψ[ρ0]〉
= 〈Ψ[ρ0]| T̂e + V̂ee + V̂eN |Ψ[ρ0]〉
= 〈Ψ[ρ0]| T̂e |Ψ[ρ0]〉+〈Ψ[ρ0]|V̂ee |Ψ[ρ0]〉+〈Ψ[ρ0]|V̂eN |Ψ[ρ0]〉
= Te[ρ]+Vee[ρ]+VeN[ρ]

= F [ρ]+VeN[ρ] (2.71)

where we have introduced an internal energy functional F [ρ]. We note that Te[ρ] and Vee[ρ]

are universal functionals that do not depend on the considered system, defined by the nuclei.

These terms have been merged in F [ρ] in Eq. (2.71). By opposition, the electron-nuclei term

V̂eN(r) = V̂ext(r) =∑
I

ZI

|r−RI |
(2.72)

is system-dependent and can be viewed as the nucleus potential vext(r) and can thus be

written as
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Vext[ρ] =
∫

drρ(r)vext(r). (2.73)

Overall, the density ρ0 that minimises the energy Ev [ρ] is indeed the ground state,

Ev [ρ] = min
Ψ→ρ

〈Ψ| T̂ + V̂ee |Ψ〉+
∫

drρ(r)vext(r). (2.74)

Theoretically, this formalism should allow us to compute all observables for any system in their

electronic ground state. However, the exact functional F [ρ] is not known and approximating it

is complex.

2.4.1 Kohn-Sham DFT

The most widely used way of implementing DFT was proposed in 1965 by Walter Kohn and

Lu Jeu Sham [25]. They proposed to split the kinetic energy functional Te[ρ] into two parts: a

first part, Ts[ρ], representing the kinetic energy of non-interacting electrons of density ρ and a

remainder Tc [ρ],

Te[ρ] = Ts[ρ]+Tc [ρ]. (2.75)

The kinetic energy of non-interacting electrons Ts[ρ] is not known directly as a functional of ρ.

However, it can be computed as the sum of individual kinetic energies. Therefore, Ts[ρ] can

be expressed as a combination of single-particle orbitals φi (r) of the non-interacting system

of density ρ,

Ts[ρ] =−1

2

N∑
i

∫
drφ∗

i (r)∇2φi (r), (2.76)

with

ρ(r) =
N∑
i
|φi (r)|2. (2.77)

The functional Ts[ρ] can then be expressed in terms of the full set of occupied orbitals {φi [ρ]}

as Ts[{φi [ρ]}]. The exact total energy of the interacting system becomes

Ev [ρ] = Te[ρ]+Vee[ρ]+VeN[ρ]

= Ts[{φi [ρ]}]+VH [ρ]+Exc[ρ]+VeN[ρ] (2.78)

where we have introduced the Hartree potential VH [ρ] representing the electrostatic interac-

tion of the charge distribution ρ(r),

VH [ρ] = 1

2

∫
dr

∫
dr′

ρ(r)ρ(r′)
|r− r′| (2.79)
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and the exchange-correlation energy functional Exc[ρ] defined by the difference between the

true kinetic energy Te and the non-interacting kinetic energy Ts , as well as the difference

between the true electron-electron interaction potential Vee and the Hartree potential in

Eq. (2.79),

Exc[ρ] = Te −Ts +Vee −VH . (2.80)

We now want to find the density ρ0 that minimises the functional Ev [ρ]. The solution proposed

by Kohn and Sham is to perform the minimisation indirectly. First they show that

0 = δEv [ρ]

δρ(r)
= δTs[ρ]

δρ(r)
+ vext(r)+ vH(r)+ vxc(r) (2.81)

where vext(r) = δVeN[ρ]/δρ(r).

If we now consider a second system of non-interacting particles moving in a new potential

vs(r), the minimisation is

0 = δEv [ρ]

δρ(r)
= δTs[ρ]

δρ(r)
+ δVs[ρ]

δρ(r)
. (2.82)

Since the interactions are omitted in Eq. (2.82), the Hartree potential and the exchange-

correlation terms are equal to zero. The solution of these two systems are identical if

vs(r) = vext(r)+ vH(r)+ vxc(r). (2.83)

This means that it is possible to compute the density of the fully interacting system in potential

vext(r) described by the complete Schrödinger equation by solving the equations of a non-

interacting, single-particle systems in potential vs(r). The Schrödinger equation of the i -th

system is

[∇2

2
+ vs(r)

]
φi (r) = εiφi (r) (2.84)

and the orbitals φi reproduce the density ρ(r) of the original system,

ρ(r) =
N∑
i

fi |φi (r)|2 (2.85)

and fi is the occupation of the i -th orbital. The Eqs. (2.83) to (2.85) are known as the Kohn
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Sham (KS) equations. They allow to use the solution of the Schrödinger equation of non-

interacting systems to find the density ρ0 that minimises the energy functional Ev [ρ]. Further-

more, these equations outline the procedure known as "self consistent field" (SCF). Starting

from an initial guess for ρ, the potential vs(r) can be computed with Eq. (2.83), that can be

then be used in Eq. (2.84) to find the KS orbitals φi (r). Finally, a new density ρ′ is computed

using Eq. (2.85) and can be fed back into Eq. (2.83). This loop can be repeated until the density

ρ converges to the density of the ground state ρ0.

When ρ0 is known, the total energy can be computed by

E0 =
N∑

i=1
εi − 1

2

∫
dr

∫
dr′

ρ0(r)ρ0(r′)
|r− r′| −

∫
drvxc(r)ρ0(r)+Exc[ρ0]. (2.86)

The issue with Eqs. (2.83) and (2.86) is that there is no exact analytical form for Exc[ρ], nor for

its functional derivative vxc and this functional has to be approximated.

2.5 Approximations of the exchange-correlation functional

Despite the lack of an exact expression for the exchange correlation functional Exc[ρ], multiple

attempts have been made using a broad range of approximations. In this chapter, we present

a few approximations that will be used in the next chapters of this thesis.

2.5.1 Local Density Approximation (LDA)

One of the simplest approximations to the exchange correlation functional is the local density

approximation (LDA). First, we separate the exchange correlation functional into an exchange

term Ex and a correlation term Ec. The idea is to use results from another well-known system,

the homogeneous electron gas, and apply it directly to our system. Thus, the exchange term is

E LDA
x [ρ] =−3q2

e

4

(
3

π

)∫
ρ4/3(r)dr. (2.87)

The correlation term Ec cannot be computed analytically for the homogeneous electron gas

and it is usually approximated by estimates obtained with quantum Monte Carlo calculations.

2.5.2 Generalized Gradient Approximation (GGA)

In the LDA, only the information of the density at location r is used. Real systems are obvi-

ously inhomogeneous, and information on the variation of the density could greatly help the

description of the system. Therefore, different approaches referred to as generalized gradient

approximations (GGA) incorporate the gradient of ρ in the form
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2.5 Approximations of the exchange-correlation functional

E GGA
xc =

∫
dr f (ρ(r),∇ρ(r)). (2.88)

Multiple functions f (ρ(r),∇ρ(r)) have been suggested over the years and among the most

popular ones are PBE [26, 27] and BLYP [28], both named after their authors (Perdew, Burke,

Ernzerhof and Becke, Lee, Yang, Parr, respectively).

2.5.3 Hybrid functionals

When the GGA functionals are not able to capture the essence of the desired quantum prop-

erty, there is a broad range of methods that that mix GGA exchange-correlation descriptions

with approaches from wavefunction-based quantum chemical methods such as the direct

calculation of the exact exchange integrals, resulting in the so-called hybrid functionals.

Popular functionals of this type are PBE0 [29] and B3LYP [30], from the same authors that

created the PBE and BLYP functionals. However, the gain in accuracy comes at a cost. Hybrid

functionals can be two orders of magnitude more computationally-expensive than LDA or

GGA, especially in combination with plane wave basis sets.
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Chapter 3. Multidisciplinary Preclinical Investigations on Three Oxamniquine Analogues
as New Drug Candidates for Schistosomiasis

3.1 Abstract

Schistosomiasis is a disease of poverty affecting millions of people. Praziquantel(PZQ), with

its strengths and weaknesses, is the only treatment available. We previously reported findings

on three lead compounds derived from oxamniquine (OXA), an old antischistosomal drug:

ferrocene-containing(Fc-CH2-OXA), ruthenocene-containing (Rc-CH2-OXA) and benzene

containing (Ph-CH2-OXA) OXA derivatives. These derivatives showed excellent in vitro ac-

tivity against both Schistosoma mansoni larvae and adult worms and S.haematobium adult

worms, and were also active in vivo against adult S.mansoni. Encouraged by these promising

results, we conducted additional in-depth preclinical studies and report in this investigation

on metabolic stability studies, in vivo studies on S. haematobium and juvenile S. mansoni,

computational simulations, and formulation development. Molecular dynamics simulations

supported the in vitro results on the target protein. Though all three compounds were poorly

stable within an acidic environment, they were only slightly cleared in the in vitro liver model.

This is likely the reason why the promising in vitro activity did not translate into in vivo ac-

tivity on S.haematobium. This limitation could not be overcome by the formulation of lipid

nanocapsules as a way to improve the in vivo activity. Further studies should focus on increas-

ing the compounds’ bioavailability, to reach an active concentration in the microenvironment

of the parasite.

3.2 Introduction

Schistosoma mansoni, S. haematobium, and S. japonicum account for over 90% of the cases

of schistosomiasis, an acute and chronic parasitic disease that affects over 200 million people

worldwide [20, 21, 22] and threatens more than 700 million people who are at risk of infection.

[31] In children, schistosomiasis stunts physical growth and the ability to learn, while in adults,

the disease affects the ability to work and can cause organ failure and, ultimately, death; a

situation that causes an enormous socioeconomic burden for developing communities.[32]

Praziquantel (PZQ) is the only drug being used for periodic mass drug administration to

control the disease. Considering the imminent threat of resistance [33] and considering other

drawbacks that PZQ presents, our efforts are oriented towards identifying and developing a

new molecule with the potential to become an alternative therapeutic option in the treatment

of this disease.

Oxamniquine (OXA, Fig. 3.1) is an anthelmintic drug developed in the 1960s [34] that showed

high activity and a very convenient drug profile in terms of safety and ease of administration.

It became the cornerstone of the schistosomiasis eradication program in Brazil in the past

and at the beginning of the 21st century, but fell into disuse for two main reasons: it was

only active against adult S. mansoni [34, 35, 36] and resistance was clinically confirmed.

The drug was therefore no longer commercialized after 2010 and replaced by PZQ.7 OXA

is a prodrug that needs to be activated by the sulfotransferase of S. mansoni (SmULT) to

an alkylating molecule that binds proteins and DNA, consequently killing the parasite.[37]
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Different enzyme orthologues are present in all Schistosoma species, but only the active site

of the sulfotransferase of S. mansoni can activate OXA.[38]

OXA was commercialized as a 1:1 racemic mixture, with both enantiomers having antiparasitic

activity, although the (S)-OXA contributes the most. Crystal structures of (R)-OXA and (S)-OXA

complexes with SmSULT target show similarities in the modes of OXA binding, but only the

(S)-OXA enantiomer is observed in the structure of the enzyme exposed to racemic OXA.[39]

The mechanism of resistance and lack of activity against some schistosome species has been

well studied. Resistance is based in one or more point mutations in the enzyme’s active site

that prevent the molecule from being sulfonated.[40] Taking into account that there is a 70%

homology between the amino acid sequences of the sulfotransferases of S. mansoni and S.

haematobium,[38] we derivatized OXA based on the hypothesis that modification of OXA

could overcome the species and stage specificity. [41]

Figure 3.1: Structures of the compounds investigated in this study.

Previous studies by Jaouen and co-workers on the anticancer drug candidate ferrocifen [42, 43,

44] and Brocard, Biot and co-workers on the anti-malarial drug candidate ferroquine showed

that the ferrocenyl analogues of tamoxifen and chloroquine, respectively, have improved

bioactivity compared to the original organic drug compounds.[45, 46] This was due to several

factors: the ferrocenyl component acted as a producer of reactive oxygen species (ROS),

increased the lipophilic character of the molecule, and provided a mechanism of action

different to that of the original drug.[47, 48, 49] With this concept in mind, we developed

several metal-containing derivatives of OXA that were studied in vitro and in vivo against

Schistosoma spp.[23, 50, 51] Among others, we demonstrated that the three derivatives of OXA,

namely a ferrocene- (Fc-CH2-OXA), ruthenocene- (Rc-CH2-OXA), and benzene-containing

(Ph-CH2-OXA) derivative (Fig. 3.1), showed promising in vitro results, where all three OXA

derivatives caused death of S. mansoni and S. haematobium adult worms [51] and worm

burden reductions of 76 to 93% against adult S. mansoni in vivo.[23] Encouraged by our

promising preliminary results, we decided to go further in the development and to fully

characterize these three OXA analogues. In vitro studies were conducted against S. mansoni

juvenile worms, and S. japonicum and S. haematobium adult worms. In vivo studies were

carried out against adult S. haematobium and juvenile S. mansoni including studies with

Ph-CH2-OXA encapsulated in Lipid NanoCapsules (LNC). Only racemic mixtures were tested,

as we focused on determining the presence of activity for the OXA derivatives in vivo with S.

mansoni and S. haematobium, rather than on each of the enantiomers. As these drugs are

intended to be administered orally, we evaluated the stability of the derivatives under acidic

29



Chapter 3. Multidisciplinary Preclinical Investigations on Three Oxamniquine Analogues
as New Drug Candidates for Schistosomiasis

conditions. Our work was complemented by computational models and molecular dynamics

simulations as well as microsomal stability and albumin binding studies.

3.3 Results and Discussion

3.3.1 In vitro studies

Fc-CH2-OXA, Rc-CH2-OXA, and Ph-CH2-OXA were previously demonstrated to have promis-

ing activity as drug candidates in vitro against adult S. mansoni and S. haematobium and first

stage of the larval development (NTS: newly transformed schistosomula) and in vivo against

adult S. mansoni.[23, 51] To test the full potential of our compounds, we first elucidated the in

vitro activity of the OXA derivatives against 28-day-old juvenile S. mansoni worms, because

one of the important drawbacks of PZQ is its low activity against this developmental stage.

All three compounds killed all the worms within 24 hours of incubation at a concentration of

100µm (Table 3.1). Against juvenile S. mansoni, Fc-CH2-OXA had the lowest IC50 (0.5 µm)

while Ph-CH2-OXA was the drug with the highest IC50 value (26.7µm), i.e., the compound

with the lowest activity. Interestingly, in the case of Ph-CH2-OXA, the effect of the molecules

on the juveniles was faster than against the adults: on adult S. mansoni, Ph-CH2-OXA needed

72 hours to exert its maximal activity, whereas against juvenile stages, we observed a total

lethal effect within 24 hours of incubation at a dose of 100 µm. For comparison, in the same

incubation time, juvenile S. mansoni exposed to OXA showed an IC50 of >100 µm, confirming

previous studies of OXA being only slightly active in vitro and against juvenile stages of the

parasite. [36, 51] Only after 72 hours of incubation at 100 µm, where the derivatives had long

exerted their activity, a 48% reduction of the viability of OXA with respect to the control worms

was found (Table 3.10).

Table 3.1: In vitro activity of Fc-CH2-OXA,Rc-CH2-OXA, and Ph-CH2-OXA versus OXA against S. man-
soni, S. haematobium, and S. japonicum.

S. mansoni S. haematobium S. japonicum
Compound IC50

adults
72h
(µM)

IC50
adults in
medium
45 g/L
albumin.
72h (µM)

Onset of
action on
juveniles
100 µM
(h)

IC50 28
day juve-
niles 72h
(µM)

IC50
adults
72h
(µM)

IC50
adults in
medium
with albu-
min. 72h
(µM)

IC50 adults
72h (µM)

Fc-CH2-OXA 9.0 28.1 < 24 0.5 52.3 55.7 22.7
Rc-CH2-OXA 6.0 NC < 24 1.3 15.5 25.0 25.0
Ph-CH2-OXA 13.5 90.7 < 24 26.7 32.6 70.6 70.6
OXA >100 >100 72 >100 >100 * ND ND
* Hess et al.[23] , NC: no correlation, ND: not done.

Against S. japonicum adult worms, we observed the same behavior: while OXA was not active

even with 100 µm after 3 days (Table 3.1 and Table 3.10), our derivatives showed considerable

activity. Of the three derivatives tested, Fc-CH2-OXA proved to be the most active of all three

derivatives, killing all the parasites within 24 h at a concentration of 100 µm and having the
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lowest IC50 value (22.6 µm). On S. haematobium instead, the most active compound was

Rc-CH2-OXA, also killing all parasites at a concentration of 100 µm and revealing the lowest

IC50 value (15.5 µm).

Moreover, we incubated adult S. mansoni in medium containing albumin and compared the

activity determined to our standard assay. A lower activity of the three drugs was observed

in the enriched medium, with Fc-CH2-OXA showing the least loss of activity of the three

derivatives (Table 3.1). The albumin binding experiment was also performed for adult S.

haematobium. Also in this case, the three compounds showed a reduction of the activity.

These results are comparable to those obtained by Pasche et al.[52] who also identified a

significant decrease in drug activity incubating antischistosomal drug candidates in vitro in

the presence of albumin. PZQ also presents a high percentage (ca. 80 %) of drug bound to

protein [53] and this might be a reason for the high doses needed to reach a significant effect.

Protein binding is a major issue in drug development, since only the free fraction of the drug

is able to interact with the target.[54]

3.3.2 Studies on juvenile S. mansoni in the mouse model

In terms of activity against juvenile parasites in vivo, we identified a lower activity of all

three compounds in respect to the results on adult parasites.[23] Although the drug showed

moderate activity, as shown by their shift to the liver due to the loss of vein attachment (data

not shown), worm burden reductions were low, ranging from 39 to 47 % (Table 3.2). When

considering the gender of the surviving worms, we found that there was no gender difference

in susceptibility (binomial test, p>0.77).

Table 3.2: Reduction of the juvenile worm burden in S. mansoni infected mice after treatment with
200 mg/kg of the OXA derivatives and after treatment with the nano encapsulated Ph-CH2-OXA.
Uncertainties are given by to the standard deviation.

Compound No. mice Worm burden [%] WBR pure drug [%] WBR nanocapsules [%]
Females Total Females Total Females Total

Control group 8 6.5±1.60 12.3±2.50 - - - -
Fc-CH2-OXA 4 3.8±0.96 7.5±2.65 42.3±14.7 38.8±21.6 ND ND
Rc-CH2-OXA 4 3.0±2.45 6.5±4.43 53.8±7.7 46.9±36.2 ND ND
Ph-CH2-OXA 4 4.3±0.50 7.5±0.58* 34.6±7.7 38.8±4.7* 0 0
ND: Not done; WBR: worm burden reduction. *Statistically different from control on p<0.05

3.3.3 In vivo studies on adult S. haematobium

Table 3.3 shows the worm burden reduction of the three compounds against S. haematobium:

none of the compounds affected S. haematobium in vivo, contradicting the findings observed

in vitro.
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Table 3.3: Change in the worm burden of S. haematobium infected hamsters after treatment with 200
mg/kg of the OXA derivatives.

Compound No. of mice Worm burden (SD) WBR %
Females Total

Control group 4 18.5±8.3 40.0±13.6 -
Fc-CH2-OXA 4 25.8±7.5 54.0±16.2 0
Rc-CH2-OXA 3* 55.0±16.1 108.0±28.9 0
Ph-CH2-OXA 4 19.0±3.7 51.0±18.9 0
*One animal died during the experiment.

3.3.4 Computational studies

To understand the interaction between OXA analogues and the sulfotransferase proteins

from S. mansoni (SmSULT) and S. haematobium (ShSULT), we performed classical molecular

dynamics simulations of OXA, Fc-CH2-OXA, Ph-CH2-OXA, and Fc-CO-OXA to determine

their binding poses within the active site of the two sulfotransferases at body temperature.

Fc-CO-OXA was added to the comparison to include the case of a derivative that was shown to

be less active against S. mansoni in vitro than the other compounds considered in the present

study.[23]

We did not consider Rc-CH2-OXA explicitly because, both from a geometrical and electrostatic

point of view, the force field models for ferrocenyl and ruthenocenyl compounds are very

similar and would likely yield comparable behavior at this simplified level of theory.

The free-energy difference between bound and unbound states of a receptor-ligand complex

is a direct measure of the binding affinity. To estimate this quantity from our trajectories, we

used the MM/PBSA (Table 3.4) and MM/GBSA methods (Table 3.8). All binding free energies

are negative, meaning that the bound state is energetically favorable for all compounds. No

systematic difference can be noted between the two proteins and all modified OXA compounds

show a higher binding affinity than OXA itself. This is probably due to their larger size, forcing

a tighter fit inside the protein and increasing the number of interactions with the binding

pocket. Consequently, all analogues are strongly bound to their target proteins.

Table 3.4: Estimated binding free energies computed by the MM/PBSA method (kcal/mol).

Compound S. mansoni S. haematobium
R S R S

Fc-CH2-OXA -39.3 -41.9 -36.3 -39.9
Fc-CO-OXA -36.3 -29.9 -26.4 -32.0
Ph-CH2-OXA -30.3 -35.0 -36.6 -18.3
OXA -12.5 -8.0 -17.1 -22.8

Since the drugs are supposed to react with PAPS within the target protein, the distance between

the closest oxygen of the sulfate group of PAPS and the hydrogen in the hydroxyl group of

each drug was measured every 40 ps. These distances are represented as histograms in Fig. 3.2

and their average is shown in Table 3.5. The near-attack configurations (NAC), i.e., those with
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shorter distances between the reactive groups, are more likely to result in the activation of the

compounds.

Table 3.5: Average O-H distance with standard deviation

Compound S. mansoni S. haematobium
R S R S

Fc-CH2-OXA 5.1±1.1 1.8±0.1 11.8±0.7 6.1±0.8
Fc-CO-OXA 12.2±1.2 10.0±0.9 12.8±1.9 6.2±0.7
Ph-CH2-OXA 2.2±0.7 2.0±0.7 14.5±1.1 4.3±0.5
OXA 3.3±0.4 3.5±0.3 9.5±1.6 6.1±0.8

For OXA in SmSULT, the sulfate-hydroxyl distance is short and stable for both enantiomers,

with an average slightly above 3 Å. The relative orientation of the reactive groups is fixed

through their mutual interaction with ASN230, thus promoting the interaction (Fig. 3.5). The

chain of residues 19 to 23 also binds to PAPS and OXA at different places, stabilizing the

configuration. For OXA, the difference between R- and S-enantiomers is very small, which is

consistent with previous experimental works that reported that both enantiomers bind in a

similar fashion and that the activity difference originates from their binding kinetics.[39]

Both enantiomers of Ph-CH2-OXA and Fc-CH2-OXA show a very strong interaction with PAPS

within SmSULT. Residues 18 to 21 bind both ligands in several places, highly stabilizing their

binding (Figs. 3.7 and 3.9). Moreover, the residue ASN230 also binds to PAPS and to the chain

of residues 18–21, further increasing the stability. This may explain the high activity of these

compounds in vitro. On the other hand, the R-enantiomer of Fc-CH2-OXA seems to drift

slowly away from PAPS and a proper equilibrium is never reached within our simulation time.

The distance increases over time, which suggests that the final configuration will not be active.

Strikingly, Ph-CH2-OXA does not seem to be impacted by the enantiomer selectivity observed

for all other derivatives.

Fc-CH2-OXA, which was the most active against S. mansoni according to the in vitro experi-

mental studies, shows short average distance to PAPS. In S. haematobium instead, the shortest

distance to PAPS is observed for the S-enantiomer of Ph-CH2-OXA, which also shows a lower

IC50 against this species when compared to Fc-CH2-OXA. Furthermore, our simulations of

Fc-CO-OXA in SmSULT show NAC distributions in which the reactants are about three times

more distant than in OXA, with averages above 10 Å. These configurations are very unlikely to

activate the drug, which is again consistent with experimental results.

In practice, OXA is not active on S. haematobium. In simulations in which OXA is docked

into ShSULT, we observe that the distance between the reactive groups is much larger than in

SmSULT, by more than 6 Å on average. Furthermore, we observe a large difference between

enantiomers, where the R-enantiomer shows a broad distribution of NAC distances with an

average of 9.5 Å. This strong enantiomer dependence is present for all compounds and is more

pronounced than in SmSULT with all R-enantiomers adopting less reactive configurations.

The residue ASP80 seems to have a negative impact, forming a stable bond with the drug’s

hydroxyl group (Figs. 3.6, 3.8 and 3.10). This bond is far from PAPS, leading to unreactive
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Figure 3.2: Distance between the closest oxygen of PAPS and the hydroxyl group of the analogues;(R)-
enantiomers in blue and (S)-enantiomers in orange.

geometries shown by a widening of the distance distributions between the compounds and

PAPS. This residue is conserved in SmSULT but stays at larger distances (more than 4.5 Å from

the hydroxyl group of all considered compounds).

In ShSULT, the S-enantiomer of Ph-CH2-OXA shows the most promising results. Our in vitro

experiments showed that this compound was active against S. haematobium and our struc-

tures show significant improvements over OXA. The distances between reactant groups are

significantly smaller, at about 4.3 Å on average and only slightly larger than for OXA in SmSULT,

indicating that the compound could be activated. We also noted that the difference between

enantiomers is much larger in ShSULT than in SmSULT, suggesting that using enantiopure

samples of Ph-CH2-OXA instead of a racemic mixture may significantly improve the drug’s

efficacy against S. haematobium. However, given the overall low activity of the racemate in

vivo, this specific point was not further evaluated.

3.3.5 Stability of OXA Analogues in acidic environments and in the presence of
microsomes

We further investigated whether the limited in vivo activity on juvenile S. mansoni and adult S.

haematobium could be explained by physiological stability issues. We therefore evaluated two

different conditions: an acidic environment and the co-incubation in the presence of liver

microsomes, to simulate the environments within the stomach and the liver, respectively.

Simple HPLC methods with a short run time were used to visually check the elution of the
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fragments before and after exposure to 1 m HCl (Fig. 3.11). Since all compounds after 24 h

incubation with 1 m HCl produce completely different elution peaks after incubation, all three

compounds have little stability in acidic media.

We conducted the metabolic stability assays using commercially available human liver micro-

somes, which are specific for Phase I processes catalyzed by cytochrome P450 (CYP) monooxy-

genases and flavin containing monooxygenases (FMO). We selected human instead of murine

microsomes because the human is the final species of interest. Nonetheless, the results of

these metabolic studies can give us an inference of the behavior in our mouse experiments.

The metabolic stability results are summarized in Table 3.6. The stability of the compounds

decreased exponentially with >40 % compound remaining after 24 h, with similar half-life

values ranging from 2.2 to 3.8 h. The intrinsic clearance of the compounds was low and

intermediate, ranging from 7.5 to 13.3 µL min-1 mg-1.[55]

From the values of intrinsic clearance in Table 3.6, according to McNaney et al., Fc-CH2-OXA

could be categorized as “low” clearance, whereas Rc-CH2-OXA, Ph-CH2-OXA, and OXA would

be categorized as “intermediate”.[56, 57]

The elution peaks showed (Figs. 3.12 to 3.14) for Fc-CH2-OXA, Rc-CH2-OXA, and Ph-CH2-OXA

that only the Ph-CH2-OXA derivative remained unchanged in an acceptable 56.

We previously reported [23] excellent in vivo efficacy in the S. mansoni murine model at 100 mg

kg−1. At that time, the stability of the compounds was unknown. Based on the stability results

we obtained, it is entirely possible to attribute some activity of the derivatives to OXA itself, in

addition to the derivatives’ own bioactivity. Furthermore, we could infer that the factors of

poor metabolic stability, solubility, and permeability of the compound to the membrane con-

tributed to the poor in vivo results. To have a better idea of the permeability of Ph-CH2-OXA

(deemed the most stable candidate based on stability testing), we proceeded to calculate the

MW, logP value, and the number of hydrogen-bond donors and hydrogen-bond acceptors,

by using the software Molinspiration [58] to estimate its theoretical solubility and membrane

permeability. These values gave us a rational basis for selecting a compound for formula-

tion studies aimed at improving bioavailability. Traditionally, therapeutics have been small

molecules that fall within Lipinski’s rule of five [59] (i.e.; a molecule with a molecular mass

≤ 500 Da, ≤ 5 hydrogen bond donors, ≤ 10 hydrogen bond acceptors, and an octanol-water

partition coefficient logP ≤ 5). Molecules violating more than one of these rules may exhibit

limited bioavailability. Ph-CH2-OXA has a molecular mass of 369 Da, 6 H-bond acceptors, 2

H-bond donors, and a calculated logP value of 4.26 with 7 rotatable bonds, which were well

within the parameters of being an ideally permeable small molecule (Table 3.9).

It is important to note that it is solubility, permeability, and metabolic stability, collectively

that have a bearing on the bioavailability of oral drugs. Ph-CH2-OXA was active in vitro, and

the in silico studies also predicted a very promising interaction with the parasite’s active

site on both evaluated species. Additionally, since Ph-CH2-OXA was metabolically the most
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stable compound and with predicted acceptable permeability according to Lipinski’s criteria,

we proceeded with Ph-CH2-OXA for further nanoencapsulation formulation studies on the

hypothesis that the nanoencapsulated compound would have increased overall solubility and

reduced degradation within the acidic environment of the stomach, a new panorama, which

would allow better delivery of the compound to its parasitic target.

3.3.6 Lipid nanocapsules loaded with Ph-CH2-OXA

Lipid nanocapsules (LNC) are the vector of choice to encapsulate lipophilic molecules.[60]

LNC present an oily core formed of medium-chain triglycerides covered by a membrane

made from a mixture of lecithin and a PEGylated surfactant[60] (Fig. 3.3): this core is able to

encapsulate various lipophilic compounds and LNC have already been intensively used for in

vivo administration of ferrocifens.[61, 62, 63, 64]

Figure 3.3: Schematic representation of LNC.

Table 3.6: Metabolic stability inhuman microsomes.

Compound t1/2 [h] k [min−1] CLint [µL min−1 mg−1]
Fc-CH2-OXA 3.8 0.003 7.5
Rc-CH2-OXA 2.2 0.0053 13.3
Ph-CH2-OXA 2.4 0.0048 12

OXA 3.1 0.0037 9.3

Ph-CH2-OXA was encapsulated at a concentration of 32.35 mg per mL of LNC, representing a

drug loading of 4.35 % w/w. The physicochemical parameters (characterized by dynamic light

scattering analysis), of blank LNC and Ph-CH2-OXA loaded LNC were the same: diameters of

approximately 50 nm, a PDI value below 0.2, which demonstrates a monodispersed population

of nanoobjects, and a zeta potential close to neutrality as shown in Table 3.7.

The in vivo activity of the drug loaded nanocapsules was evaluated in mice harboring a 21-day

S. mansoni infection, but this improvement in formulation was not translated into an increase

in the activity, as summarized in Table 3.2. The low activity could be the result of a slow or

even an absence of drug release, and/or a limited pathogen LNC internalization. In a study
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Table 3.7: Physiochemical parameters characterized by DLS of empty LNC (blank) and Ph-CH2-OXA
loaded LNC.

Sample Diameter [nm] pdi* Zeta potential [mV]
Blank LNC 57.4±0.9 0.07±0.02 3.9±0.7
Ph-CH2-OXA 53.0±0.5 0.04±0.02 3.1±0.1
* pdi = polydispersity index

investigating the release of different dyes from LNC to a lipophilic compartment mimicking

the cells’ lipid membrane, lipophilic indocarbocyanine dyes were reported to stay entrapped

in the surfactant shell of the LNC and no transfer was observed.[65] In a similar paper, studying

the transfer in vivo of different dyes from LNC to different lipophilic acceptors, the absence of

release of lipophilic indocarbocyanine from LNC was confirmed.[66] For Ph-CH2-OXA, being

similar in terms of hydrophobicity, the same behavior could be hypothesized and explain the

lack of increase of activity of the LNC in comparison to the pure compound.

3.4 Conclusion

We followed up on three OXA analogues that had shown promising antischistosomal activity.

The computational models forecast that the ferrocene- and benzene-containing analogues

sample far more near attack configurations with the target sulfotransferase than the parent

compound (OXA) for S. mansoni. In contrast, in S. haematobium, only the S-enantiomer of

Ph-CH2-OXA shows the most significant improvement over OXA and could be active against

this species. In vitro, the derivatives showed improved activity compared to OXA, against adult

worms of all three species evaluated (S. mansoni, S. haematobium and S. japonicum) and

against juvenile S. mansoni. When considering the in vivo studies instead, we measured a

lack of activity for all three derivatives against juvenile S. mansoni and adult S. haematobium.

We found that all three compounds were only slightly cleared in the in vitro liver model but

were poorly stable within an acidic environment. This is likely the reason why the promising

in vitro results did not translate into in vivo activity. We further evaluated whether lipid

nanoencapsulation of the lead compound (Ph-CH2-OXA) could overcome this limitation,

but unfortunately the formulated compound was also inactive. Since the stability and not

the activity on the target seems to be the main limitation of these molecules, further steps

should include additional strategies for improved drug formulation, to establish whether an

enhanced bioavailability can overcome the loss of in vivo activity.

3.5 Experimental and computational details

1H and 13C NMR spectra: All chemicals were either commercially available or were prepared

by following standard procedures. Solvents were used as received or distilled using standard

procedures. All preparations were carried out using standard Schlenk techniques.
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1H and 13C NMR spectra were recorded in deuterated solvents with a Bruker 400 or 500

MHz spectrometer at RT. The chemical shifts, δ, are reported in ppm (parts per million).

The residual solvent peaks have been used as internal references. The abbreviations for the

peak multiplicities are as follows: s (singlet), d (doublet), t (triplet), m (multiplet). ESI mass

spectrometry was performed with an LTQ-Orbitrap XL from Thermo Scientific. Elemental

analysis was performed at Science Centre, London Metropolitan University with a Thermo

Fisher (Carlo Erba) Flash 2000 Elemental Analyser, configured for % CHN. The scanned spectra

of the compounds are available in the Supporting Information.

OXA-Derivatives preparation: The OXA derivatives were prepared starting from the parent

compound oxamniquine (Pfizer) as described previously.[23] The analytical data matched

that previously reported and is available in the Supporting Information for further reference.

[23]

Animals and parasites: All animal experiments were conducted at the Swiss Tropical and

Public Health Institute (Swiss TPH) and authorized by the animal welfare office Kanton Basel

Stadt, Switzerland (Authorization no. 2070).

NMRI female mice were purchased from Charles River (Sulzfeld, Germany) at the age of three

weeks and were left without intervention for one week of acclimatization. Mice were infected

with a subcutaneous infection of around 100 cercariae in the back of the neck by following the

procedure described by Lombardo et al. [67]

For the S. haematobium chronic infection, one-month old LVG hamsters (Charles River,

NY) were provided by the National Institutes of Health (NIH)-National Institute of Allergy

and Infectious Diseases (NIAID) Schistosomiasis Resource Center (SRC) for distribution by

the Biomedical Research Institute in Rockville, USA, which were pre-infected with 350 S.

haematobium cercariae. The animals were kept in the animal facility with humidity and light

control (50% -12/12) for three months.

Swiss Webster mice infected with S. japonicum (Philippine strain) were also obtained from

NIH NIAID SRC for our in vitro studies.

In vitro studies: Adult S. mansoni, S. haematobium and S. japonicum worms were collected

by dissection from the mesenteric veins. Until use (within 24 h after dissection) and during

the experiments, the worms were kept in an incubator at 37 °C and 5% CO2 and the culture

medium consisted of RPMI 1640 (Gibco-Thermo Fisher, Waltham, MA USA) supplemented

with 1% penicillin/streptomycin (BioConcept, Allschwil, Switzerland) and 5% Fetal Calf Serum

(FCS) (BioConcept). The control groups consisted of culture medium spiked with dimethyl

sulfoxide (DMSO) at a concentration of 1% or 0.5%, equivalent to the content of DMSO

present in the wells of worms treated with the highest drug concentration for that assay. The

concentrations evaluated were 100, 50, 25, 12.5, and 6.25 µm. The studies on S. mansoni
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and S. japonicum were performed as duplicates and repeated once, while the studies on S.

haematobium were performed in duplicate. Every study condition included at least three

worms.

We further evaluated the effect of the addition of albumin (AlbuMAX II, Gibco) to the culture

medium to investigate if the activity of the derivatives was different. For this we set the

same assay design as described before and added 45 g L-1 albumin to the culture medium,

corresponding to the content of albumin within the range of human plasma.[68] We performed

the study with medium containing albumin on adult S. mansoni (duplicate and repeated

once), and on adult S. haematobium (in duplicate). To assign a score to the viability, we used a

previously described method [69] scoring motility, viability, and morphological alterations

using a bright field inverted microscope (Carl Zeiss Oberkochen, Germany, magnification ×4

and ×10).

S. mansoni juvenile worms for in vitro studies: 28 days after infection, mice were euthanized

and juvenile worms were obtained by blood perfusion. The perfusion solution consisted of

8.5 g L-1 NaCl, 7.5 g L-1 Na-citrate in distilled water. Parasites were in different stages of

development, as reported elsewhere. [70] All juvenile worms were kept in culture medium

as described before for adult S. mansoni until use within 24 h. To test the activity of the

derivatives against the juvenile stages, we incubated the worms with a 100 µm concentration

of each of the derivatives in duplicate and at least two worms per well. Duplicates of 100 µm

OXA and 1% DMSO served as control conditions.

Calculation of IC50 values: CompuSyn 1.0 (ComboSyn Inc, 2007) was used to calculate the

IC50 values of each of the derivatives after an incubation period of 72 h. Equation 1 was used

to normalize the scores of the treated worms to the controls:

Statistical analysis: All statistics were performed using RStudio version 3.5.1.[71] For evalu-

ating significance in the in vivo studies we applied the non-parametric Kruskall Wallis test for

multiple comparisons, and the Dunn test with Bonferronni correction for individual differ-

ences. Significance was defined as an adjusted p value <0.05. To evaluate whether there was

difference in gender susceptibility we applied the binomial test.

Drug suspension for oral administration: The derivatives were administered to the animals

in the form of an oral suspension. The compounds were first dissolved in DMSO (Sigma-

Aldrich, Buchs, Switzerland) corresponding to 10% of the total volume, and then a mixture of

Tween 80 and ethanol in a proportion of 70:30 was added, also corresponding to 10% of the

final volume. The remaining 80% of the volume consisted of distilled water, which was added

under stirring in small aliquots.
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In vivo activity on juvenile S. mansoni: 21 days after infection, mice were treated orally with

each of the derivatives and the nanocapsules loaded with Ph-CH2-OXA at a concentration

of 200 mg kg-1. The control group consisted of four mice, which were infected on the same

day and under the same conditions as the treatment arm, but were not treated, avoiding

additional stress, in accordance to animal welfare regulations. Four weeks after treatment

(seven weeks after infection), when the worms reached the adult stage of development, the

mice were euthanized with CO2, dissected, and the remaining live worms were picked out

from the mesenteric veins and liver, sexed and counted.

In vivo activity on adult S. haematobium: The hamsters harboring an adult infection were

treated with a dose of 200 mg kg-1 of the compounds. Three weeks after treatment, the

hamsters were euthanized with CO2, dissected, and the worms were picked out from the

mesenteric veins and liver, sexed and counted. The control group consisted of four untreated

hamsters.

Computational studies: Classical molecular dynamics simulations were performed on the

target proteins, that is, the sulfotransferase of S. mansoni (SmSULT) and of S. haematobium

(ShSULT), in complex with OXA, Fc-CH2-OXA and Ph-CH2-OXA. Since the two enantiomers of

OXA show different activities against schistosomes, [39, 72] we performed separate simulations

for both enantiomeric forms of all molecules.

To develop force field parameters for the drugs, the geometry of all compounds was optimized

in the gas phase with the Gaussian 16 software package, [73] using DFT with B3LYP functional

and a 6–31+G* basis set for non-metallic atoms and LANL2DZ pseudopotential for the iron

atom. The initial geometries were taken from crystallized (S)-OXA complexed to SmSULT

(PDB: 4MUB11). Hess et al. crystallized in 2017 the (R)-enantiomer of Fc-CO-OXA [23], and

we used this structure as a starting point for all (R)-isomers. The electrostatic potential was

computed with the same functional and basis set to estimate the effective atomic point charges

through RESP fitting.[74]

Classical molecular dynamics simulations were performed using Amber16.[75] The protein

was modeled using the FF14SB force field and the Generalized Amber Force Field 2 (gaff2)

was used as a base for the ligands. The ferrocenyl group was modeled using the force field

published by Doman et al.[76] To estimate the missing dihedral parameters between the

ferrocenyl group and the rest of the molecule, we scanned the angles of interest and performed

DFT single-point energy calculations for all angles, using the same functional, basis set and

pseudopotential as for the geometry optimization. We then used the software paramfit from

AmberTools16 [75] to estimate the parameters. To prevent clashes between nuclei during the

rotation, we performed these computations on subsystems containing solely atoms that are

relevant for these parameters (e.g., Fc-CH2-NH2, Fc-CH2-N-(CH3)2, Fc-CO-NH2 and Fc-CO-

N-(CH3)2). All parameters determined in this way accurately reproduce the corresponding ab
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initio energy profiles (Fig. 3.8).

The crystallographic structures of SmSULT and ShSULT with OXA and the cofactor 3’-phospho-

adenosine-5’-phosphate (PAP) served as a starting point for our simulations (PDB: 4MUB

and 5TIY,[39, 72] respectively). OXA was replaced by its derivatives through alignment of their

shared atomic groups. 3’-phosphoadenosine-5’-phosphosulfate (PAPS), the active version

of PAP, was inserted in the same way by minimizing the distance between shared PAP atoms.

Missing loops of the protein were added using the ModLoop web server.[77] Using tleap,

the resulting system was put in an 84×84×84 Å3 periodic box filled with explicit TIP3P water

molecules. Finally, the total charge was neutralized by adding Na+ counterions. The resulting

systems consisted of about 50,000 atoms.

Classical trajectories were computed using Amber’s CUDA version of the PMEMD program.

After minimization, the SHAKE algorithm [78] was used to constrain covalent bonds involving

hydrogen atoms and the system was heated to body temperature (T = 310 K) in two steps

using a Langevin thermostat. First, the water molecules were heated to the target temperature

while restraining the positions of the ligand and protein during 50 ps with a time step of 1 fs.

Then, the restraints were released, and the whole system was thermalized in the NPT ensemble

for 400 ps, with a time step of 1 fs and a pressure relaxation time of 3 ps. We then performed

NPT simulations for 40 ns with a time step of 2 fs to reach an equilibrium state of the system.

We finally performed 80 ns NPT production runs that were used for analysis.

The binding free-energy of the ligands inside the protein was estimated based on the MD tra-

jectories using two methods available in Amber16: Generalized Born Surface Area (MM/GBSA)

and Poisson Boltzmann Surface Area (MM/PBSA).[79]

pH and metabolic stability studies: The stability of the three OXA derivatives was studied

by in vitro co-incubation in acidic environment. To 200 µL of HPLC grade MeCN in a 1.5 mL

Eppendorf, 2 µL of 37% HCl were added to form a final 0.1 m HCl solution. Test compound (10

µL; 5 mm in HPLC MeCN) was then added to this acidic solution. For the non-acidic control

samples, test compound (10 µL; 5 mm in HPLC MeCN) was added to 200 µL of HPLC grade

MeCN. The compounds were then incubated for 24 h at 37C and assessed at t=0 h and t=24 h.

Analytical HPLC measurement was performed with a 1260 Infinity HPLC System (Agilent

Technology) comprising: 2 ×Agilent G1361 1260 Prep Pump system with Agilent G7115A 1260

DAD WR Detector equipped with an Agilent Pursuit XRs 5C18 (100 Å, C18 5 µm 250×4.6 mm)

Column. The solvents were acetonitrile (HPLC grade) and purified water (Pacific TII) with flow

rate 1 mL min-1. Detection was performed at 215, 250, 350, 450, 550, and 650 nm with a slit of

4 nm. The flow rate was 1 mL min-1 and the max pressure was set 200 bar. Run parameters

were as follows: 0 min 85% acetonitrile (MeCN) 15% H2O; 3 min 85% MeCN 15% H2O; 7 min

100% MeCN; 9 min 100% MeCN, 11 min 85% MeCN 15% H2O.

The metabolic stability of the three OXA derivatives was studied by in vitro co-incubation with
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human liver microsomes. All three compounds were incubated in the presence of NADPH at 37

°C. The protocol was adapted from previous studies:[80, 81] 10 µL of 20 mg mL-1 microsomes

(GIBCO, 50 pooled), 463 µL of PBS (GIBCO, 1× PBS) and 2 µL of 40 mm NADPH (Sigma) were

added to 1.5 mL Eppendorf tubes and incubated at 37 °C for 10 min to prime the microsomes.

Following this, 10 µL of 50 mm test compound and an additional 15 µL of NADPH were added

(1 mm final concentration of test compound in 500 µL total volume). The samples were

incubated at 37 °C, and quenched at the desired time points of 1, 4 and 24 h by adding 2

mL of dichloromethane (DCM) or any other organic solvent. 2.5 µL of 5 mm caffeine (TCI

Chemicals) in HPLC MeCN as internal standard were added during the quenching process.

The mixture was shaken for 10 min to ensure complete extraction. The DCM layer was carefully

removed and then evaporated to provide residues that were analyzed by LC-MS (HPLC Waters

2525/Mass Spectrometry Waters ZQ 2000) using a pure acetonitrile-water system with the

same column as above. The residues were dissolved in 100 µL HPLC grade acetonitrile. 20 µL

from each MeCN residue sample was injected manually by using the following run parameters:

3 min 5% MeCN 95% H2O; 13 min 40 % MeCN 60% H2O; 14 min 100% MeCN 0% H2O; 20 min

100% MeCN 0% H2O; 23 min 5% MeCN 95% H2O. UV spectra were analyzed and compared at

different time points.

By comparing the differences in respective m/z values in the MS spectra, m/z values for the

parent compound and OXA could be identified. Semiquantitative analysis of the ratio of parent

compound and different metabolites present in the mixture after incubation with human liver

microsomes was achieved by comparing the areas under the respective peaks of different

compounds visible in the UV traces of the LC analysis at 245 nm. To determine the in vitro

half-life (t1/2), the following process was derived from Tan et al.[82] The peak areas of the

compounds at different time points are expressed first as a percentage of the internal standard,

caffeine (Eq. (3.1) ):

Ratio at time point = Area under curve of compound

Area under curve of internal standard
(3.1)

Following this, normalized ratios were calculated using the ratio of peak area of the test

compounds to caffeine at t=0 h. Normalized ratios were calculated at each assessed time point

of t=1 h, 4 h and 24 h (Eq. (3.2)):

Normalized ratio = Ratio att ̸= 0

Ratio att = 0
(3.2)

The normalized ratio values are then plotted against incubation time. The t1/2 values calcu-

lated via analyses methods in GraphPad Prism 8 (nonlinear regression, exponential one phase

decay). The degradation rate constant, k was then calculated using the t1/2 values (converted

from hours into minutes). The predicted in vitro intrinsic clearance values (expressed in

µL min−11 mg−1 protein) were then calculated as a ratio of the degradation rate constant k

(expressed in min−1) and the microsomal protein concentration (mg µL−1) (Eq. (3.3)):
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C Li nt = k

microsomal protein content
(3.3)

Ph-CH2-OXA loaded lipid nanocapsules: Lipid nanocapsules (LNC) were formulated by the

phase inversion method.[83] Briefly, to prepare blank LNC, Labrafac® (Gattefossé SAS, France,

20.6% w/w), Lipoid® S 100 (Ludwigshafen, Germany 1.5% w/w), Kolliphor HS 15 (Florham

Park, USA 17% w/w), NaCl (Sigma-Aldrich, USA 1.3% w/w) and water (59.6% w/w) were mixed

and homogenized under magnetic stirring at 80 °C. Three cycles of progressive heating and

cooling between 90 and 50 °C were then performed. During the last cooling cycle, the mixture

was diluted by adding 2 °C purified water (28.7% v/v) in order to induce an irreversible shock

and formulate LNC. To encapsulate Ph-CH2-OXA inside the LNC, some slight changes to

this protocol have been applied. The Ph-CH2-OXA (4.35% w/w) was mixed with Labrafac®,

Lipoid®S 100 and ethanol (Fisher, USA) to help the solubilization of the molecule in the lipid

phase. This mixture was put under agitation at 50 °C until total solubilization of the Ph-CH2-

OXA. The ethanol was then evaporated under argon. Once the ethanol evaporated, Kolliphor

HS 15, NaCl and water were added and three heating and cooling cycles were performed as

prescribed for formulating blank LNC. During the last cooling cycle, the mixture was diluted

by adding 2 °C purified water. Empty LNC and Ph-CH2-OXA loaded LNC were characterized

using dynamic light scattering (DLS) to determine their size, polydispersity index (PDI), and

zeta potential.

NMRI female mice were purchased from Charles River (Sulzfeld, Germany) at the age of three

weeks and were left without intervention for one week of acclimatization. Mice were infected

with a subcutaneous infection of around 100 cercariae in the back of the neck, by following

the procedure described by Lombardo et al.42

For the S. haematobium chronic infection, one-month old LVG hamsters (Charles River,

NY) were provided by the National Institutes of Health (NIH)–National Institute of Allergy

and Infectious Diseases (NIAID) Schistosomiasis Resource Center (SRC) for distribution by

the Biomedical Research Institute in Rockville, USA, which were pre-infected with 350 S.

haematobium cercariae. The animals were kept in the animal facility with humidity and light

control (50% - 12/12) for three months.

Swiss Webster mice infected with S. japonicum (Philippine strain) were also obtained from

NIH NIAID SRC for our in vitro studies.

All animal experiments were conducted at the Swiss Tropical and Public Health Institute

(Swiss TPH) and authorized by the animal welfare office Kanton Basel Stadt, Switzerland

(Authorization no. 2070).

43



Chapter 3. Multidisciplinary Preclinical Investigations on Three Oxamniquine Analogues
as New Drug Candidates for Schistosomiasis

3.6 Supplementary Figures

Figure 3.4: Rigid dihedral scan energy profiles for representative subsystems to determine missing
force field parameters. The ab initio energy profile is plotted along with the fitted classical model. The
rotation occurs around the bond represented in yellow and starts from the optimised geometry.

Table 3.8: Estimated binding free energies computed by the MM/PBSA method (kcal/mol).

Compound S. mansoni S. haematobium
R S R S

Fc-CH2-OXA -52.04 -52.36 -46.57 -47.52
Fc-CO-OXA -41.99 -40.85 -30.67 -45.81
Ph-CH2-OXA -43.48 -51.70 -45.49 -32.06
OXA -29.40 -30.30 -22.09 -31.91

Table 3.9: Estimated binding free energies computed by the MM/PBSA method (kcal/mol).

Compound miLogP TPSA nON nOHNH Nrotb Nviolatn Vol MW
Fc-CH2-OXA 3.22 81.32 6 2 9 0 435.69 477.39
Rc-CH2-OXA 3.90 81.32 6 2 9 1 435.69 522.61
Ph-CH2-OXA 4.26 81.32 6 2 7 0 351.94 369.46
OXA 2.62 90.11 6 3 5 0 263.34 279.34

44



3.6 Supplementary Figures

Figure 3.5: Snapshot of the simulation of S-OXA in SmSULT. The contacts represented are stable along
the simulation.

Figure 3.6: Snapshot of the simulation of S-OXA in ShSULT. The contacts represented are stable along
the simulation.
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Figure 3.7: Snapshot of the simulation of S-Fc-CH2-OXA in SmSULT. The contacts represented are
stable along the simulation.

Figure 3.8: Snapshot of the simulation of S-Fc-CH2-OXA in ShSULT. The contacts represented are stable
along the simulation.
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Figure 3.9: Snapshot of the simulation of S-Ph-CH2-OXA in SmSULT. The contacts represented are
stable along the simulation.

Figure 3.10: Snapshot of the simulation of S-Ph-CH2-OXA in ShSULT. The contacts represented are
stable along the simulation.
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Figure 3.11: Comparison of compounds in the presence of 1 M HCl before and after 24 h incubation.
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Figure 3.12: Comparison of LCMS trace for Fc-CH2-OXA before and after incubation for 24 h.

Figure 3.13: Comparison of LCMS trace for Rc-CH2-OXA before and after incubation for 24 h.

Figure 3.14: Comparison of LCMS trace for Ph-CH2-OXA before and after incubation for 24 hours.
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Figure 3.15: 1H NMR spectrum for Fc-CH2-OXA.

Figure 3.16: 1H NMR spectrum for Rc-CH2-OXA.
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Figure 3.17: 1H NMR spectrum for Ph-CH2-OXA.

Table 3.10: Effect % ± SD of the different compounds against the species tested. 72 h.

S. mansoni S. haematobium S. japonicum
Compound Conc

(µM)
Normal
medium
adults

Medium
with 45
g/L al-
bumin
adults

juveniles adults Medium
with 45
g/L al-
bumin
adults

adults

OXA

100 48.0±59.6 7.7±10.0
50 67.5±11.8 10.2±17.3
25 41.5±11.9
12.5 31.8±13.8

Fc-CH2-OXA

100 97.4±4.4 64.4±7.5 100±0 71.9±8.7 71.7±17.2 100±0
50 87.0±7.3 66.1±10.8 100±0 51.1±12.3 46.3±13.4 54.1±12.3
25 80.5±6.7 61.0±4.3 95.1±4.9 15.6±4.9 20.0±0 16.9±13.1
12.5 69.9±18.9 30.5±34.6 79.7±8.9 25.9±20.0 12.0±26.8 11.3±4.3
6.25 43.1±8.3 64.5±13.9 14.1±19.2

Rc-CH2-OXA

100 94.6±8.0 69.2±12.3 100±0 100±0 80±8.9 94.7±2.6
50 79.7±15.0 64.0±10.2 89.6±12.3 66.2±18.2 76.7±10.3 64.1±18.3
25 86.1±6.5 79.3±10.5 91.5±8.3 79.3±4.6 62.5±37.7 13.5±0
12.5 80.1±14.0 78.4±1.2 85.1±15.5 36.3±8.7 20.0±24.5 11.7±7.2
6.25 69.2±25.0 67.5±19.4 5.2±4.6

Ph-CH2-OXA

100 95.5±6.3 52.3±13.8 100±0 90.3±3.4 55±24.39 97.1±5.89
50 53.6±17.4 30.4±18.8 31.8±13.8 33.3±0 13.3±23.4 50.7±19.2
25 72.0±13.0 21.4±36.7 19.9±3.6 26.7±3.7 13.3±10.3 17.8±8.7
12.5 50.8±27.8 8.3±29.6 20.4±15.6 0±8.2 0.5±5.0)
6.25 30.9±17.0 13.7±15.3
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4.1 Abstract

A multiple time step (MTS) algorithm for trajectory surface hopping molecular dynamics

has been developed, implemented, and tested. The MTS scheme is an extension of the ab

initio implementation for Born–Oppenheimer molecular dynamics presented in [J. Chem.

Theory Comput. 14, 2834 (2018)]. In particular, the MTS algorithm has been modified to

enable the simulation of non-adiabatic processes with the trajectory surface hopping (TSH)

method and Tully’s fewest switches algorithm. The specificities of the implementation lie

in the combination of Landau–Zener and Tully’s transition probabilities during the inner

MTS time steps. The new MTS-TSH method is applied successfully to the photorelaxation

of protonated formaldimine, showing that the important characteristics of the process are

recovered by the MTS algorithm. A computational speed-up between 1.5 and 3 has been

obtained compared to standard TSH simulations which is close to the ideal values that could

be obtained with the computational settings considered.

4.2 Introduction

Non-adiabatic phenomena such as photo-physical or photo-chemical processes are char-

acterized by a failure of the Born–Oppenheimer (BO) approximation commonly invoked to

describe molecular systems. The BO approximation, or the closely related adiabatic approxi-

mation, decouples the description of the nuclei and electrons. In non-adiabatic processes this

coupling becomes important and the BO approximation breaks down.

Many different methods have been developed in order to describe non-adiabatic processes,

ranging from fully quantum and formally exact models to mixed quantum/classical or semi-

classical approaches (for a review see Refs.84, 85). Each method has its pros and cons, but in

most cases it boils down to a compromise between computational efficiency and accuracy. In

this work, we focus on one of the most popular methods, the trajectory surface hopping (TSH)

approach.

In the TSH method (summarized in section 4.3.1), the evolution of the system is represented

by a swarm of independent classical nuclear trajectories, which can hop from one electronic

state to another in a stochastic way. The forces acting on the nuclei are calculated on-the-fly

along each trajectory and transitions between electronic levels are considered simultaneously.

In this way, the TSH method is thus able to describe non-adiabatic phenomena such as

photo-chemical and photo-physical processes.

The TSH approach belongs to the mixed quantum/classical class of methods and is one of

the computationally most expedient way to include non-adiabatic effects. Nonetheless, TSH

simulations require the evaluation of the nuclear forces from first-principles simulations,

i.e., by solving the time-independent electronic Schrödinger equation, and those forces have

to be evaluated for each nuclear geometry along the trajectory. Furthermore, due to its

stochastic form (see section 4.3.1), the TSH approach requires to run a statistical ensemble of
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trajectories, which means that, in practice, several hundred thousands of geometries have to

be considered.[85, 86, 87] Solving the electronic Schrödinger equation is very computationally

demanding and often have a very steep scaling with the number of electrons considered.[88,

89] These considerations limit considerably the applications of the TSH method. In particular,

the three main limitations arise from: (i) the size of the systems that can be treated, (ii)

the number of trajectories required to recover the proper statistical properties, and (iii) the

duration of the physical processes that can be studied, i.e. the total length of the simulations. In

recent years, several attempts to extend the application range of non-adiabatic MD have been

proposed.[90, 91, 92] The present article is a further contribution to reduce the computational

cost of non-adiabatic dynamics.

The strategy investigated in this work, is to reduce the computational requirements of the

TSH method by relying on a multiple time step (MTS) algorithm. MTS techniques have first

been introduced by Tuckerman et al. in the context of classical MD.[7] The MTS scheme relies

on a decomposition of the atomic or nuclear forces into different components with different

characteristic time scales. This decomposition enables to calculate the slow components of

the forces less frequently than the fast one, while maintaining a fully time-reversible sym-

plectic propagation. If the computational cost of the slow components is significant, large

computational speed-ups can thus be obtained.

This article is organized as follows. After introducing an MTS algorithm for TSH simulations in

section 4.3.2, the new method is applied to the photorelaxation of protonated formaldimine

(section 4.4). The MTS-TSH algorithm is compared to standard TSH simulations both in terms

of accuracy and computational cost. Finally, some concluding remarks and perspectives are

given in section 4.5.

4.3 Theory

In this first section, we briefly review the TSH formalism for non-adiabatic MD with particular

emphasis on the version implemented in the CPMD plane-wave package.[93]

4.3.1 Trajectory surface hopping in CPMD

The TSH method can be seen as an attempt to introduce coupling between the electronic and

nuclear degrees of freedom in Born–Oppenheimer molecular dynamics (BOMD).[94] Standard

BOMD consists in a description of the nuclear coordinates based on classical mechanics,

MαR̈α = Fα(R), (4.1)

where the index α denotes a given nucleus of mass Mα and classical coordinates Rα and the

two dots on top of the coordinates denote a second-order derivative with respect to time.

When no index is specified, R stands for all nuclear coordinates. The forces acting on the
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nuclei, Fα(R), are usually calculated on-the-fly, from ab initio electronic structure calculations

at fixed nuclear geometries,

Fα(R) =−∇αHLL , (4.2)

where the diagonal matrix elements of the molecular electronic Hamiltonian, Ĥ (under the

BO approximation) are given by,

HLL = 〈
ψL(r;R)

∣∣ Ĥ |ψL(r;R)〉 . (4.3)

In Eq. (4.3) we have introduced the electronic wavefunction, ψL , for an arbitrary adiabatic

state, L, which depends on the electronic coordinates r. The parametric dependence of the

electronic wavefunction on the nuclear geometry, R, is also given. Generally, a single BOMD

trajectory will thus propagate the classical nuclear coordinates on a single PES corresponding

to a specific adiabatic electronic state.

However, when more than one electronic state is important to describe the dynamics of a

system (for example in the description of photo-physical phenomena) it is important to go

beyond the BO approximation and consider non-adiabatic algorithms.

Tully’s fewest switches method

One of the most popular approaches used to describe such phenomena is the TSH method, in

particular when combined with Tully’s fewest switches algorithm.[95, 85, 96] In TSH a given

trajectory can hop from one electronic state to another in a stochastic way, depending on the

probability of the transition to occur. In order to get the transition probabilities one generally

has to solve a time-dependent equation for the electrons of the system,

iℏĊ J (t ) =C J (t )ωJ − iℏ
Nstates∑

K
CK (t )σJK (R) (4.4)

Where the time-dependent coefficients C J (t ) comes from an expansion of the time-dependent

electronic wavefunction as a linear combination of time-independent adiabatic states. Nstates

is the total number of electronic states considered, ωJ is the excitation energy for state J and

σJK is the non-adiabatic coupling (NAC) term,

σJK = 〈ψJ |∂tψK 〉 . (4.5)

In CPMD, the NAC terms are computed by finite differences and using a CIS representation

of the excited states.[97, 98, 99] Finally, in the fewest switches (FS) scheme, the probability of

transition from adiabatic states J to K is evaluated as,

P FS
J→K =−2 ·δt

|C J |2
·R(CK C∗

J σJK ), (4.6)
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where δt is the classical time step used to integrate eq. (4.1), R(z) denotes the real part of z

and negative probabilities are set to zero. The decision to hop from state J to state K is then

taken by generating a random number r ∈ [0,1] and evaluating the following condition,

K−1∑
L=0

P FS
J→L < r <

K∑
L=0

P FS
J→L . (4.7)

Landau–Zener transition probabilities

As a simpler alternative to the solution of eq. (4.4) for the calculations of the transition proba-

bilities in eq. (4.6), it is possible to obtain approximate transition probabilities from Landau–

Zener–Stückelberg (LZ) theory for non-adiabatic transitions.[100, 101] In the CPMD package,

such probabilities are computed directly from the knowledge of the energy of the adiabatic

electronic states as,

P LZ
J→K = exp

(
−π

2

h
·

|∆E adia
JK |2

max(d|∆E adia
JK |/dt )

)
(4.8)

where ∆E adia
JK is the gap between adiabatic states J and K directly obtained as a byproduct of

DFT and TDDFT calculations.[100] In a TSH simulation relying on LZ theory, a hop from an

electronic state to another is considered based on the following condition,

P LZ
J→K > r, (4.9)

where r is again a random number chosen between zero and one.

For more details about the implementation of TSH in the CPMD package, see Refs.97, 102, 93.

4.3.2 Trajectory surface hopping with multiple time step scheme

MTS techniques have been introduced as a way to reduce the computational cost of molecular

dynamics for systems in which the forces in action can be decomposed into different time

scales. The success of MTS techniques is largely due to the development of the reversible

reference system propagation algorithm (rRESPA) by Tuckerman et al. in Ref.7.

Recently, the rRESPA was implemented in the CPMD package for BOMD.[103] The important

details of this implementation are summarized in section 4.3.3, while in section 4.3.4, we

suggest an extension of the MTS algorithm to enable non-adiabatic dynamics in the context

of TSH-MD.

57



Chapter 4. A multiple time step algorithm for trajectory surface hopping simulations

4.3.3 Standard MTS algorithms

In Ref.7, Tuckerman et al. introduced the Trotter factorization of the Liouville operator as a

convenient way to generate reversible MD integrators. This technique is summarized here.

Let us first consider a phase space element Γ(t = 0) which describes the initial positions (x j )

and momenta (p j ) of all the nuclei of a system. The phase space element can be propagated

in time using a classical propagator, G(t ),

Γ(t ) =G(t )Γ(0) = e i LtΓ(0), (4.10)

where L is the Liouville operator given by,

i L =∑
j

[
ẋ j∂x j +F j∂p j

]
(4.11)

and F j is a single component of the nuclear forces (the index j is a collective index for Cartesian

coordinates and nuclei). By assuming a time scale separation of the forces into fast (Ffast), and

slow (Fslow) components, it is possible to rewrite the Liouville operator as,

i L = i Lx + i Lfast
p + i Lslow

p (4.12)

i Lx =∑
j

ẋ j∂x j (4.13)

i Lfast
p =∑

j
F fast

j ∂p j (4.14)

i Lslow
p =∑

j
F slow

j ∂p j (4.15)

Applying a Trotter factorization on the classical propagator and discarding terms of third order

and higher in t , we can define a discrete time propagator, which can be translated into an MTS

algorithm,[104, 7]

GMTS(∆t ) = e i Lslow
p (∆t/2)

[
G fast(∆t/N )

]N
e i Lslow

p (∆t/2), (4.16)

with

G fast(∆t/N ) =G fast(δt ) = e i Lfast
p (δt/2)e i Lxδt e i Lfast

p (δt/2). (4.17)

In Eqs. (4.16) and (4.17) we have introduced two finite time steps; ∆t , which reflects the

time scale of the slow forces (Fslow), and δt = ∆t/N , which is adapted to the fast forces

(Ffast). If the slow forces are computationally expensive, this integrator can lead to significant

computational savings without inducing any more approximation to the dynamics.

Algorithm 4.1 represents a pseudo-code that can be obtained by applying each term of the

propagator in eq. (4.16) (one by one from the right to the left) onto an initial phase space
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element Γ(0) ≡ {x,p}.

1: Initialize positions, velocities, fast and slow forces: x,v,Ffast,Fslow

2: for i = 1, maxiter do (MD loop for the slow component)
3: Slow velocity update: v ← v+ ∆t

2m ·Fslow

4: for j = 1, N do (MD loop for the fast component)
5: Fast velocity update: v ← v+ δt

2m ·Ffast

6: Position update: x ← x+v ·δt
7: Get fast components of the forces: Ffast

8: Final fast velocity update: v ← v+ δt
2m ·Ffast

9: end for (MD loop for the fast component)
10: Get slow components of the forces: Fslow

11: Final slow velocity update: v ← v+ ∆t
2m ·Ffast

12: end for (MD loop for the slow component)

ALG. 4.1: Standard rRESPA MTS algorithm obtained as a direct translation of the discrete propagator in
eq. (4.16). For comparison with the velocity Verlet algorithm, the steps concerned with momenta, p,
have been re-written in terms of velocities, v.

In the context of first-principles BOMD, the separation of the forces into fast and slow com-

ponents is not straightforward. In the CPMD package we have chosen to use different levels

of electronic structure theory to decompose the forces. Typically, a “low” level density func-

tional (e.g. GGA) is used to calculate the fast components of the nuclear forces, while the slow

components are obtained as the difference between the forces obtained with a “higher” level

functional (e.g. hybrid) and the “low” level forces,

Ffast = Flow (4.18)

Fslow = Fhigh −Flow. (4.19)

The physical motivation for this separation comes from the fact that the chosen electronic

structure levels differ only in their treatment of correlation (or exchange and correlation in the

case of DFT). Since those contributions correspond to relatively weak interactions in terms of

energy (with no explicit dependence on nuclear positions) they can be expected to represent

relatively weak and slowly varying force contributions. Note that independent of the chosen

low-level method, this MTS algorithm generates by construction trajectories at the level of the

high-level method. The choice of the low-level method only determines the magnitude (and

temporal oscillations) of the correction forces and thus the maximal possible time step ratio

that can be applied to generate stable dynamics within a given energy conservation.

The implementation of the MTS algorithm in CPMD makes use of this separation as well as

a slightly different but completely equivalent layout of the code.[103] This implementation

presented in pseudo-code in algorithm 4.2, makes the MTS algorithm look like a velocity Verlet

algorithm with effective forces, Feff, that are time step dependent.
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Even though, the force decomposition in terms of high and low electronic structure levels is

done ad hoc, this kind of separation has already proven useful[105, 103] and the benefits in

terms of computational cost are evident.

1: Initialize positions, velocities, high and low level forces: x,v,Fhigh,Flow

2: Get effective force: Feff ← Flow + (Fhigh −Flow) ·N
3: for i = 1, maxiter do (MD loop)
4: Velocity update: v ← v+ δt

2m ·Feff

5: Position update: x ← x+v ·δt
6: if i ≡ 0 (mod N ) then (outer step)
7: Get both high and low level forces, Fhigh,Flow

8: Get effective force: Feff ← Flow + (Fhigh −Flow) ·N
9: else (inner step)

10: Effective forces are set to the low level forces: Feff ← Flow

11: end if (outer/inner steps)
12: Final velocity update: v ← v+ δt

2m ·Feff

13: end for (MD loop)

ALG. 4.2: MTS-BOMD algorithm as implemented in the CPMD package. This algorithm can be
obtained straightforwardly from algorithm 4.1 by using the partitioning of the forces in Eqs. (4.18)
and (4.19) and reshuffling a few steps.

4.3.4 MTS algorithm for trajectory surface hopping dynamics

When using the MTS implementation described in algorithm 4.2 in combination with a TSH

algorithm, one has to decide how to hop from one electronic state to another. In order to get

trajectories of high accuracy, it would be beneficial to consider electronic transitions based on

Tully’s FS criterion in eq. (4.7) calculated with the MTS high level functional. In the following,

this type of calculation (with a velocity Verlet algorithm) will actually be used as a reference.

However, when using an MTS algorithm, if the outer time step ∆t becomes large, some parts

of the PES where the transition probabilities are high might be treated only by the low level

functional and the transitions would be missed at the high level.

In this work, we propose another strategy that can potentially solve that problem. This strategy

consists in evaluating the transitions probabilities with the LZ formula in eq. (4.8) during the

low level steps, while for high level steps, the electronic transition are evaluated according to

the FS criterion in eq. (4.7) based on the high level quantities.

This is not yet completely satisfactory since it does not guarantee that a transition detected

with the LZ probabilities during a low level step would have also been detected by the FS

criterion calculated with the high level functional. To further improve on that issue, we suggest

that if a transition is detected at the low level (using LZ theory), a high level calculation is

triggered to confirm the transition using Tully’s FS criterion. This strategy is described in
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algorithm 4.3 and tested in the remaining sections.

Finally, it is important to note that in the case of high level calculations triggered by the low

level LZ criterion, the random number used in the high level FS criterion in eq. (4.7), should

be the same as in the low level LZ criterion in eq. (4.9). We also underline that the discrete

time step δt in eq. (4.6) always correspond to the inner time step in the MTS scheme. This can

be rationalized by realizing that at each inner time step, an electronic transition can occur if it

is detected at the low level and confirmed at the high level, such that when eq. (4.6) is invoked,

it is only to check for a transition in the last δt time window.

1: Initialize positions, velocities, and running electronic state: x,v, J
2: Initialize high and low level forces: Fhigh,Flow

3: Get effective force: Feff ← Flow + (Fhigh −Flow) ·N
4: for i = 1, maxiter do (MD loop)
5: Velocity update: v ← v+ δt

2m ·Feff

6: Position update: x ← x+v ·δt
7: if i ≡ 0 (mod N ) then (outer step)
8: Get both high and low level forces, Fhigh,Flow

9: Get effective force: Feff ← Flow + (Fhigh −Flow) ·N
10: Get high level FS transition probabilities: P FS

J→K
11: if FS criterion in eq. (4.7) is met for any state K ̸= J then
12: Update index of adiabatic electronic state: J ← K
13: end if
14: else (inner step)
15: Effective forces are set to the low level forces: Feff ← Flow

16: Get low level LZ transition probabilities: P LZ
J→K

17: if LZ criterion in eq. (4.9) is met for any state K ̸= J then (check at high level)
18: Effective forces are now set to the high level forces: Feff ← Fhigh

19: Get high level FS transition probabilities: P FS
J→K

20: if FS criterion in eq. (4.7) is met for any state K ̸= J then
21: Update index of adiabatic electronic state: J ← K
22: end if
23: end if
24: end if (outer/inner steps)
25: Final velocity update: v ← v+ δt

2m ·Feff

26: end for (MD loop)

ALG. 4.3: MTS-TSH algorithm as implemented in the CPMD package. This algorithm corresponds to
a modified version of algorithm 4.2 that accounts for non-adiabatic transitions. See section 4.3.2 for
details.
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4.4 Results and Discussion

In this section, the protonated formaldimine (CH2NH+
2 , denoted as system I) is used as a

simple yet interesting example to investigate the capabilities of the new MTS-TSH method

presented in section 4.3.2. In particular, we will investigate the possibility to use the MTS-TSH

algorithm as a more efficient alternative to the standard FS-TSH algorithm. The physical

process under investigation in this section is the photorelaxation of system I. This process

is a typical example of photo-dynamics and is thus very handy to test new models for non-

adiabatic molecular dynamics.[106, 97, 107, 108, 92]

All the calculations presented in this section have been performed with a local version of the

CPMD plane-wave package.[93] For the reference TSH simulations, the nuclear forces and

NACs are computed with the PBE0 hybrid functional.[29] The same functional is thus used for

the high level forces in the MTS calculations, while the low level forces are obtained from the

PBE functional.[26, 27] For a fair comparison, all remaining parameters are kept the same in

the reference and the MTS simulations.

The five lowest singlet excited states obtained with the Tamm-Dancoff approximation of

TDDFT are considered for all calculations. Norm-conserving Trouiller-Martins pseudo-

potentials are used with a plane-wave cutoff of 70 Ry and an isolated cubic box with an

edge of 10 Å. Unless specified otherwise, the inner time step is set to δt = 10 a.u. See the

supplementary materials for the raw data, the analysis scripts, and a full description of the

computational details.

4.4.1 Investigating different approximations for the non-adiabatic couplings

First of all, it is important to rationalize the use of the LZ transition probabilities at the low

level in the MTS-TSH method presented in section 4.3.2. For that purpose, we have run a

reference trajectory for about 100 femtoseconds (fs) on the second excited state of system

I. This trajectory was performed with the PBE0 functional and a standard velocity Verlet

algorithm. The transitions probabilities where calculated at each time step using the FS

method (see section 4.3.1) but no electronic transitions were allowed such that the system

stayed on the second excited states PES the whole time.

The exact same trajectory (velocities and coordinates) have then been repeated by calculating

the transitions probabilities using the LZ method (see section 4.3.1) together with the PBE

functional (low level). For comparison, an additional run was performed at the PBE level and

calculating transition probabilities using the FS method. No MTS algorithm was used in this

section and the only difference between the three trajectories is the model used to calculate

the transition probabilities (velocities and coordinates are the same for all three trajectories).

Such conditions allows to compare the transition probabilities obtained with three different

levels: PBE0-FS, PBE-LZ, and PBE-FS.
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Figure 4.1: Evolution of the transition probabilities (from S2 to S1) along a single trajectory started in
the second excited state of system I. Three different levels are compared; PBE0-FS, corresponding to
eq. (4.6) together with the PBE0 functional, PBE-LZ, corresponding to eq. (4.8) together with the PBE
functional, and PBE-FS, corresponding to eq. (4.6) together with the PBE functional. (Values of P FS

S2→S1
larger than 1, have been set back to unity.)

In Fig. 4.1 we have represented the evolution of the transition probabilities (PS2→S1 ) for the

three different levels. From Fig. 4.1, it is clear that neither the PBE-LZ probabilities nor the

PBE-FS probabilities represent a completely reliable approximation to the reference PBE0-FS

transition probabilities. However, a relatively good correlation is observed. In particular,

whenever the reference PBE0-FS transition probabilities are large, the PBE-LZ probabilities

are also relatively large. For some reason this is less obvious for the PBE-FS curve.

The algorithm developed in section 4.3.2 relies on the low level calculations to detect potential

electronic transitions. Whenever a low level transition is detected, it is double checked with a

high level FS calculation such that the low level probabilities do not have to be quantitatively

accurate. The transition probabilities in Fig. 4.1 indicates that using LZ theory at the low level

for the calculation of the transition probabilities is enough. In other words, the LZ probabilities

can be used as a proxy during the low level steps of the MTS-TSH method.

We note that the objective of the investigation performed in this section is to support the

design of the algorithm presented in section 4.3.2 and that further tests could be performed to

draw more general conclusions. Nonetheless, since the usage of LZ probabilities at the low

level is only used to trigger high level calculations, we believe that a strong empirical support

is not required at this stage.
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4.4.2 Comparing single trajectories via deterministic surface hopping

As we have seen in section 4.3.1, non-adiabatic dynamics performed with a TSH algorithm are

stochastic by nature due to the randomness used in the hopping procedure. This stochastic

behaviour makes it difficult to compare individual trajectories obtained with a TSH algorithm.

To properly compare different non-adiabatic models, one needs to look at a statistical en-

semble of trajectories. Before we present such results in section 4.4.3, we first consider in

this section a deterministic version of TSH in which the random number r used in Eqs. (4.7)

and (4.9) has been fixed arbitrarily to r = 0.3. We note that, the only MTS algorithm tested here

and in the next section is the one presented in section 4.3.2, i.e., low level (PBE) LZ transition

probabilities are used during the inner steps to trigger a high level (PBE0) calculation which

confirms or not the electronic transition.

Quality assessment

Six different runs have been produced, all starting in the second excited state and with the

same nuclear configuration. For simplicity, the nuclear velocities are initialized to zero. The

first run is a reference TSH trajectory at the PBE0 level, while the 5 remaining trajectories are

obtained with the MTS-TSH algorithm, and an MTS time step factor of N = {2,3,4,6,8}.

In Fig. 4.2, the potential energy of the three lowest singlet states obtained from the reference

PBE0 trajectory is represented. The trajectory starts in the second excited state and hops to

the first excited state in less than 10 fs. The system stays in the first excited state for the next 70

fs until it intersects with and hops into the ground state. All trajectories are stopped whenever

they collapse into the ground state.

In Fig. 4.3, the potential energies of all runs (reference and MTS) are represented. For the

MTS runs, we only plot the energy from the PBE0 steps, which explains why for the larger

MTS factors, the curves appear less smooth. One can see that all the MTS trajectories, except

with MTS factor 8, successfully describe the first transition from S2 to S1 in the first 10 fs.

Between 30 and 40 fs, the reference trajectory enters a new non-adiabatic region as the first

and second excited states become close in energy for the third time. Until that point, the MTS

trajectories with MTS factor 2, 3, 4, and 6 seem to describe the reference trajectory relatively

well. Afterwards, the MTS trajectories with factor 2, 3, and 4 start to diverge from the reference

run. The MTS trajectory with factor 6 is overall the closest from the reference run. However,

an MTS factor of 8 seems to be too large to reproduce most of the features of the reference

run. This analysis is confirmed by looking at the root-means-square-deviation (RMSD) of the

nuclear positions of the MTS trajectories with respect to the reference run in Fig. 4.4.

The results presented in Figs. 4.3 and 4.4, could be interpreted as rather discouraging. Indeed,

with only an MTS factor of 2, the MTS trajectory and the reference one start to diverge only

after 35 fs. However, unlike with ground state MD, the presence of non-adiabatic events has a

drastic impact on the chaotic behaviour of excited state dynamics. Very tiny differences in the
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Figure 4.2: Potential energy surfaces of the three lowest singlet states of system I obtained from a 75 fs
long PBE0 FS-TSH run started in the second excited state.

nuclear positions and velocities or wavefunction parameters can lead to completely different

trajectories. The fact that some of the MTS trajectories presented in Fig. 4.3 differ significantly

from the reference trajectory does not mean that those trajectories are not physical. Only a

statistical analysis of the photorelaxation process can enlighten us on that matter.

The deterministic investigation of the MTS-TSH implementation presented here indicates that

it is possible to recover the main characteristics of a reference calculation using the MTS-TSH

algorithm presented in section 4.3.2, for example in the case of MTS factor 6. In section 4.4.3,

we will investigate the possibility to recover statistically relevant quantities from the MTS-TSH

algorithm, while in the next section we analyze the speed-ups obtained in the deterministic

MTS-TSH simulations.

Efficiency assessment

Let us call t FS = t high the average CPU time per step spent in a standard FS-TSH simulation

with a “high” level functional. This time takes into account the SCF optimization, the solution

of the TDDFT equations as well as the calculation of the FS probabilities. In the following

we use t FS as a reference CPU time. In order to provide fair comparisons, we also need to

consider the average CPU time per step from a LZ-TSH simulation with a “low” level functional

t LZ = t low.

The expected or ideal averaged CPU time per step in the MTS-TSH algorithm can then be
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Figure 4.3: Potential energy surfaces of the three lowest singlet states of system I obtained from 6
different calculations. The upper-left panel constitutes the reference PBE0 FS-TSH run, while the other
panels represent the MTS-TSH runs with different MTS factors (N = {2,3,4,6,8}). All simulations have
been started from the same geometries and zero velocities. The driving state is represented with the
dashed thick black line.
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Figure 4.4: Root-means-square-deviations (RMSD) of nuclear positions of the MTS trajectories with
different MTS factors (N = {2,3,4,6,8}) with respect to a reference PBE0 FS-TSH trajectory.

calculated as,

t MTS(N) = t low + 1

N
· t high +X · t high, (4.20)

where N is the MTS factor and, t high and t low are CPU timings coming from standard (non

MTS) simulations. X denotes the average frequency of triggered high level steps which is a

quantity difficult to predict. To obtain the ideal MTS-TSH speed-up we set X = 0, and get,

Sideal = t FS

t MTS(N)
= t high

t low + 1
N · t high

= N

N · t low

t high +1
(4.21)

In the limit of a negligible cost of the low level steps (compared to the high level ones) we get,

Slimit = lim
t high≫t low

Sideal = N . (4.22)

In practice, several things can impact the ideal and limit speed-ups. The most obvious one

being the number of triggered high level steps. It is easy to realize that for large values of N ,

the number of triggered high level steps will tend towards a system dependent number, in

most cases larger than zero. Such that one cannot achieve arbitrarily large speed-ups simply

by increasing N . From a more practical point of view, the physics of the system (vibrational

frequencies) will be the first parameter to consider as a limitation for the value of N and thus

for the speed-up (too large values of N would lead to artifacts such as resonances[109]). A

less straightforward impact on the effective (or real) speed-up is given by the overhead due to

the convergence of the high level (TD)DFT parameters. Indeed, since with increasing values
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Figure 4.5: Real MTS speed-up obtained from deterministic MTS-TSH calculations with different
inner and outer time steps (δt and ∆t , respectively) compared to reference PBE0 FS-TSH timings. For
comparison the ideal and limit speed-ups as defined in Eqs. (4.21) and (4.22), respectively, are also
reported.

of N , larger nuclear displacements occur between high level steps, the initial guess for the

electronic structure calculation becomes less appropriate, often resulting in more (e.g. SCF)

iterations and thus higher computational requirements.

In Fig. 4.5, we have represented the ideal and limit MTS speed-ups as calculated from Eqs. (4.21)

and (4.22), respectively, as well as the real MTS speed-up obtained for the calculations pre-

sented in section 4.4.2 (system I with the PBE0 and PBE functionals). The left panel of Fig. 4.5

corresponds to the MTS calculations with δt = 10 a.u. and MTS factors N = {2,3,4,6,8}, while,

in the right panel a new set of calculations with δt = 15 a.u. and MTS factors N = {2,3,4,5} (all

other parameters unchanged) are represented. The first points of both plots (with speed-up

one) correspond to the reference FS-TSH calculations. The real MTS speed-ups are simply

obtained from the ratio between t FS-PBE0 and the averaged time per step in the actual MTS

simulations,

Sreal = t MTS-total

N steps . (4.23)

From Fig. 4.5, we can see that both the real and ideal speed-ups are quite far from the limit

speed-ups (up to a factor 3 of difference). This is simply a consequence of the fact that the

condition, t high ≫ t low is not satisfied here. For δt = 10 a.u. t high ≃ 5.1 · t low, while for δt = 15

a.u. t high ≃ 4.8 · t low. It means that one way of improving the efficiency of MTS techniques is to

consider cheaper “low” level models.
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The real and ideal speed-ups are much closer from each-other and with an MTS factor between

3 and 6 it seems that reliable results could be obtained with a speed-up factor ranging from

1.5 to 2.5. The number of triggered high level calculations does not seem to affect the speed-

up significantly since, in the considered calculations, the maximum averaged frequency of

triggered high level calculations [X in eq. (4.20)] is equal to 0.026, which corresponds to a

triggered call every 38 inner step. Most of the differences between the real and ideal speed-up

in Fig. 4.5 can thus be attributed to the convergence overhead discussed above.

However, strong variations are observed for the individual time per step (not averaged) along

the trajectories. Surprisingly, the average time per step in the low level steps of the MTS runs

are often lower than in the standard low level runs (t LZ-PBE). This explains why in Fig. 4.5 the

ideal speed-up is sometimes lower than the real speed-up.

The different timings reported in this section are clearly subject to strong variations depending

on the system considered as well as the computational parameters and the nuclear geometries.

Therefore, a reliable comparison of the efficiency of the methods under investigation is a

difficult task that will be further pursued in section 4.4.3.

4.4.3 Stochastic surface hopping

Starting from a PBE BOMD trajectory of 24 ps at 300 K in the ground state of system I, we have

selected 100 equally spaced configurations. For each configuration, we have calculated the

5 lowest singlet excitation energies and oscillator strengths at the PBE0/TDDFT level. The

starting state for the non-adiabatic dynamics is decided by randomly picking among the five

lowest excited states with a distribution given by the normalized oscillator strengths at the

corresponding configuration. From this random distribution, 94 runs started in the second

excited state, one in the third, and five in the fourth excited state. The starting atomic positions

and velocities were taken from the ground state MD. All the details concerning the preparation

of the non-adiabatic simulations can be found in the SI.

With those initial conditions, 4 different types of simulations have been produced. A reference

FS-TSH/PBE0 set of runs, and 3 different MTS-TSH batches with N = {4,6,8} and using the

PBE0 functional as high level and the PBE functional as low level. Fig. 4.9 shows two rep-

resentative examples of the evolution of the high and low level forces during one of these

simulations, as well as their difference. In total 400 trajectories were thus obtained. Each

simulation is stopped when a transition to the ground state occurs or when it reaches a region

of the PES where the calculation fails to converge. Most simulations reach the ground state

in less than 100 fs. The calculations that failed to converge have not been considered in the

statistical analysis below. In the reference calculations, 7 failed to converge, while for the

MTS runs 15, 5, and 9 failed to converge for the MTS factor 4, 6, and 8, respectively. This

seems to indicate that the MTS algorithm does not affect the convergence of the calculations

significantly.
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Figure 4.6: Collective evolution of the state populations along the FS-TSH/PBE0 and MTS-TSH molec-
ular dynamics. For the MTS-TSH runs, the PBE0 functional was used as high level, while the PBE
functional was used for the low level forces.

In Fig. 4.6, the collective evolution of the state populations along the dynamics are represented.

The main characteristics of the photorelaxation process are well reproduced by all three MTS-

TSH runs. In particular, the population is transferred from S2 to S1 in the first 10 to 20 fs

and then slowly decays into the ground state. We note that the tail of the population of S2

seem to become larger with the MTS factor, which shows the limit of the MTS scheme. This

is reflected in the average lifetime of S2, for which we get 8.7 fs in the reference runs, while

the MTS simulations lead to lifetimes of 10.1, 11.3, and 13.8 fs, for the MTS factors, 4, 6, and

8, respectively. The average lifetime of the first excited state is however well described with

all simulations. The reference lifetime for S1 is of 43.5 fs, while the MTS simulations lead to

lifetimes of 42.5, 44.3, and 42.6 fs, for the MTS factors, 4, 6, and 8, respectively.

The populations of S3 and S4 are negligible. However, the trajectories starting in S4 shows that

different decay mechanisms are possible, hopping directly from S4 to S2 and then to S1 or

hopping first to S3 and then directly to S1. Those mechanisms are rare due to the fact that the

initial population of S4 is much lower than the population of S2, but they are also part of the

MTS-TSH swarm of trajectories, which indicates that the new MTS approach is reliable.

Following the work of Westermayr et al. in Ref.92, we have analyzed the geometries at which

the S2 to S1 and S1 to S0 transitions occur. Fig. 4.7 represents the values of relevant geometrical

parameters at the hopping geometries for the first and second transitions. The hopping

geometries from the MTS-TSH runs spread basically over the same region as the hopping

geometries from the reference TSH simulations.

As the MTS factor is increased, the average number of standard high level steps per trajectory
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Figure 4.7: (a) Representations of the hopping geometries for the S1 to S0 transition and (b) for the S2 to
S1 transition. (c) Representation of the geometric properties of the system. The C-N bond length is
represented with the red solid line, the dihedral angle between atoms (H4,N,C, and H2) is represented
with the green dotted line, while the pyramidalization angle corresponds to the angle between the red
solid line and the yellow triangle.

will decrease, which should decrease the computational cost of the MTS-TSH method. By

standard high level steps, it is meant, high level steps which are not triggered by a low-level

(LZ) transition. The number of triggered high level steps should increase with the MTS factor,

since the average number of isolated low level steps (not linked to a high level calculation)

will increase. Indeed, we obtain an average number of standard high level steps per trajectory

of 55.6, 39.2, and 29.7 for the MTS factors 4, 6, and 8, respectively, while the average number

of triggered high level steps per trajectory is 2.0, 2.5, and 2.6 for the MTS factors 4, 6, and 8

respectively.

Regarding the computational efficiency, the real speed-ups obtained over all the trajectories

are 2.08, 2.56 and 2.86 for the MTS factors 4, 6, and 8, respectively. These speed-ups are in

good agreement with the ideal speed-ups reporter in Fig. 4.5, which are 2.24, 2.76, and 3.12 for

the MTS factors 4, 6, and 8, respectively, as can be seen from Fig. 4.8.

Overall, this statistical investigation indicates that the MTS-TSH algorithm introduced in

section 4.3.2 allows to reproduce results from standard TSH simulations with a significant

speed-up.

4.5 Conclusions and outlook

We have presented a new algorithm for non-adiabatic molecular dynamics simulations that

is based on Tully’s FS-TSH method combined with an MTS scheme for the integration of

the nuclear classical equations of motion. The MTS scheme is an extension of the CPMD
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Figure 4.8: Real MTS speed-ups obtained from MTS-TSH calculations with different MTS factors
compared to reference PBE0 FS-TSH timings. For comparison the ideal and limit speed-ups as defined
in Eqs. (4.21) and (4.22), respectively, are also reported. The ideal speed-ups are identical to the ones in
Fig. 4.5.

implementation introduced by Liberatore et al. in Ref. 103, in which the decomposition

of the forces in terms of slow and fast components relies on the use of different electronic

structure methods (e.g. different DFT functionals). In order to adapt the MTS scheme to the

TSH method, it is important to enable electronic transitions in between outer steps. This is

achieved by pre-evaluating the transition probabilities during inner steps with a low-level LZ

criterion. If a transition is detected, a high level calculation is triggered, to confirm (or not) the

electronic transition.

This new MTS-TSH algorithm has been tested successfully on the photorelaxation of proto-

nated formaldimine. We have shown that the MTS-TSH method is able to recover the correct

state population along the reaction path as well as the correct geometries at the transitions.

For this MTS scheme (combining PBE/PBE0 forces and time step factors between 2 and 8) a

speed-up between 1.5 and 3 could be achieved compared to standard FS-TSH simulations.

The obtained speed-ups are actually very close to the ideal speed-up that could be obtained

with the computational settings considered, indicating that a better performance could be

reached by considering cheaper models as low level in the MTS scheme.

This work constitutes a preliminary investigation and more tests should be performed on more

complex systems to confirm the reliability of the presented results. Nonetheless, the presented

MTS-TSH algorithm has shown promising results and this formulation opens the door to

new developments such as combinations with other electronic structure models including

machine learning techniques and QM/MM frameworks to target larger molecular systems and

obtain computationally even less demanding algorithms for the description of non-adiabatic
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Figure 4.9: Time series of the x-Component of the total force computed using DFT with the PBE
and PBE0 functionals, as well as their difference along one of the stochastic surface hopping MTS
trajectories using a time step ratio of 4 (cf. Section III C of main text). The force is acting on (a) the
carbon atom and (b) the H3 hydrogen of protonated formaldimine (atom labels in Fig. 7c of main text).

73





5 Machine Learning-Enhanced Multiple
Time-Step Ab Initio Molecular Dynam-
ics

It’s leviooosa, not leviosaaa!

Hermione Granger, Harry Potter and the

Sorcerer’s Stone Movie.

Chapter 5 is a pre-print version of the article:

François Mouvet, Nicholas J. Browning, Pablo Baudin, Elisa Liberatore and Ursula

Rothlisberger. Machine Learning-Enhanced Multiple Time-Step Ab Initio Molecular

Dynamics. In preparation.

My contributions: Continued from works of Dr. Browning. Implemented the ML

software, ran the calculations, performed the analysis, finalised the article.

75



Chapter 5. Machine Learning-Enhanced Multiple Time-Step Ab Initio Molecular Dynamics

5.1 Abstract

The efficiency of molecular dynamics is limited by the time step that can be used to integrate

the equations of motion, which is dictated by the highest frequency motion in the system.

Multiple time step (MTS) integrators alleviate this issue by decomposing the forces acting

on the particles into “fast" and “slow" components, which can then be integrated using

different time steps. In ab initio MTS, an inexpensive, low level electronic structure method

can be used to integrate the fast components, while its difference with an expensive but

accurate high level method is used for the slow components. In this work, we present a

machine learning-enhanced multiple time step (ML-MTS) method for performing accurate

Born-Oppenheimer molecular dynamics at significantly reduced computational cost. We

propose two alternative ML-MTS schemes which invoke different timescale separations and

result in stable and accurate trajectories. In the first scheme, ML force estimates bypass the

need for a high level calculation, resulting in speedups of 2 orders of magnitude over standard

Velocity Verlet integration using a hybrid exchange-correlation functional. In the second

scheme, we keep the high level calculation for the slow component and an ML correction is

applied to the fast component, allowing a 4-fold increase in time step compared to modern ab

initio MTS algorithms without any loss of stability, thus yielding speedups up to almost an

order of magnitude over straightforward Velocity Verlet.

5.2 Introduction

The atomistic simulation of chemical systems using ab initio electronic structure methods

is often required to calculate physical and chemical properties with a high level of accuracy.

In particular, Born-Oppenheimer (BO) and Car-Parrinello [110] molecular dynamics (MD),

in which the forces acting on classical nuclei are evaluated from first principles calculations

(i.e. based on quantum mechanics), often provide an accurate description of the ground and

even excited state properties of molecular systems [111, 6]. However, such simulations can

quickly become computationally demanding. The computational cost of ab initio simulations

crucially depends on three main factors: the electronic structure calculation of the nuclear

forces (heavily dependent on the level of accuracy and the size of the system studied), the

frequency of the fastest motion in the system, which determines the largest time step that can

be used to integrate the classical equations of motion of the nuclei [112] and the timescale of

the phenomena being studied (i.e. the required total duration of the simulation).

These factors put severe restrictions on the range of applications of ab initio MD. In order to

widen this range, two main categories of techniques can be invoked. One can decide to (i)

reduce the cost (level) of the electronic structure calculation or (ii) to reduce the total number

of calls to the electronic structure method. The goal of the present work is to act on both

points simultaneously by combining machine learning (ML) techniques and multiple time

step (MTS) algorithms.
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MTS algorithms [113, 9, 114] can be used to reduce the cost of MD simulations by exploiting the

inherent timescale separation of the nuclear forces. Fully time-reversible MTS algorithms were

first introduced in the context of force field-based MD for classes of systems where division

of the forces into “slow” and “fast” components could be clearly identified [11, 115, 10]. A

reduction of the computational cost can be obtained by realising that the “slower” components

of the nuclear forces can be integrated less frequently, i.e. with a larger time step. In ab initio

MD, the separation of the forces into “slow” and “fast” components is less straightforward.

Nonetheless, MTS techniques applied to ab initio MD have been proposed by assuming

different origins of the timescale separation. The earliest ab initio MTS implementations

of Hartke et al. [116] and Tuckerman et al. [117] focused on splitting the electronic degrees

of freedom in Car-Parrinello MD into rapidly and slowly varying components. Alternatively,

the required separation of the nuclear forces can be imposed by including suitable splittings

of the electronic Hamiltonian [118], by considering basis sets of different size [119], two-

electron integral screening [120] or directly by calculating the nuclear forces with different

levels of theory [121, 122, 8, 123]. Recently, we have implemented a highly efficient MTS

scheme based on Density Functional Theory (DFT) in the plane-wave software CPMD [93].

Our implementation belongs to the latter kind of ab initio force separation schemes, where

the “fast” force components are calculated from a “low” level DFT functional, while the “slow”

components are defined as a correction provided by a higher level exchange-correlation

functional or a wavefunction-based electronic structure method. This framework is flexible,

in that the models chosen as low and high levels are not restricted. In this work we consider

the benefits of this flexibility by investigating different combinations of models based on DFT

and ML.

Over the last decade, great effort has been invested in the development of data-driven ML

models of potential energy surfaces [124, 125, 126, 127, 128, 129, 130, 131, 132, 133], such

that ab initio quality nuclear forces can be predicted with much reduced computational

cost. These techniques replace expensive electronic structure calculations with a simpler

regression model, fitted to a training database of geometries, potential energies and nuclear

forces computed at some level of theory. Implicit prior knowledge can be introduced into

these models via ∆-learning [134], where the difference between an affordable (and usually

poor) and a very accurate (yet computationally expensive) level of theory is learned, which

has shown to significantly reduce out-of-sample errors in many ML applications [135, 134].

Recently, the cost-efficient Operator Quantum Machine Learning (OQML)[136] method has

been proposed, in which response properties, such as nuclear gradients, are obtained by

applying an operator on the potential energy expressed in a basis of kernel functions. Here,

we make use of both OQML and ∆-learning by learning the difference between an inexpensive

local density approximation (LDA) functional and a more expensive functional, enabling us to

perform accurate ab initio force evaluations at much reduced cost.

We first consider a case (“scheme I”) in which the “fast” components of the forces are computed

from a “low” level functional, while the “slow” force components correspond to the ML

correction targeting a “high” level functional. We also consider a another variant (“scheme II”)
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in which the “low” level force components correspond to a low level functional plus an ML

correction targeting a high level functional, while the “slow” force components are obtained

from the difference between the low level (DFT+ML) and the true high level functional forces.

The paper is organized as follows. In Section 5.3, we summarize the ML method for calculating

nuclear forces as well as the MTS strategy. Details regarding the different schemes and the

implementation used in the present work are also included. In Section 5.4, we give information

about the molecular systems and the computational settings used in Section 5.5, which

illustrates the performance of both ML-MTS schemes in terms of accuracy and computational

costs.

5.3 Theory

5.3.1 Ab Initio Nuclear Forces from Machine Learning

We make use of the Operator Quantum Machine Learning (OQML) kernel method [136],

which in the following is introduced in the context of learning energies and nuclear forces.

The extension for ∆-learning is also described.

For a given query system S, its potential energy ES can be expressed as a sum of atomic

energies [137], which can themselves be expressed as a linear combination of atomic kernel

functions,

ES = ∑
I∈S

ϵlocal(qI ) = ∑
I∈S

∑
J∈T

αJ k(q̄ J , qI ). (5.1)

We introduced in this equation a training set of atomic environments T and q̄ J is a vector

representation of the environment of the J-th atom in this training set. αJ are the associated

regression weights and qI is a vector description of the environment of the I -th atom in the

query system S. Several contemporary atomic representations are available, which provide

excellent accuracy on a variety of chemical properties [138, 139, 136, 125, 127]. In this work

we use the descriptor FCHL19 because of its compactness and tested accuracy on a variety

of chemical systems, including liquid water [140]. The kernel function k(qI , q J ) is a positive

semi-definite function representing the similarity of the environment of two atoms I and J .

If n molecules are evaluated, Eq. (5.1) can be written in matrix form

E = K(T,S)α (5.2)

where E is a vector containing all potential energies and the elements of the matrix K(T,S) are

given by
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Ki j (T,S) = ∑
I∈Si

k(q̄ j , qI ). (5.3)

The force acting on the L-th atom in the query molecule can then be calculated by applying

the nuclear position-derivative ∂
∂RL

operator and is given by

FL =−∂ES

∂RL
(5.4)

=−∑
I∈S

∑
J∈T

αJ
∂k(q̄ J , qI )

∂qI

∂qI

∂RL
. (5.5)

Again, for n query systems, we can write this equation in matrix form as

F =− ∂

∂R
K(T,S)α (5.6)

The OQML method interpolates the energies and the forces simultaneously and the inference

becomes

uS =
[

E

F

]
=

[
K
∂
∂R K

]
α := KOQML(T,S)α. (5.7)

The coefficients α can be obtained by using the training set T as both the training and the

query ensemble in Eq. (5.7) to infer the (known) training forces and energies and solving the

resulting equations forα,

α= [
KOQML(T,T )

]−1
uT . (5.8)

If T is constituted of MT configurations containing nT atoms each, the dimension of KOQML(T,T )

is (MT +3nT MT )× (nT MT ). Since this kernel matrix is non-square, these equations cannot be

solved by direct matrix inversion and instead a Singular Value Decomposition (SVD) factorisa-

tion is performed. To prevent overfitting, singular values σi smaller than a fraction λ of the

largest singular value σmax are discarded.

The benefit of this method over conventional kernel-ridge and Gaussian process regres-

sion [141, 132, 142] is that the kernel basis is not extended when derivative information is

included. Thus, there is only one coefficient αJ per atom J in the kernel basis, regardless of

the dimensionality of the derivative. This yields a kernel model with significantly reduced

computational requirements for both training and prediction.
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This formalism can be extended to the case of ∆-learning by replacing the property vector

uS in Eq. (5.7) by another vector containing the energy and force differences between two

methods,

∆uS = u1
S −u2

S =
[
∆E

∆F

]
= KOQML(T,S)α. (5.9)

Thus, the kernel KOQML will not change, but the learnt and inferred properties as well as the

set of coefficientαwill differ in values.

5.3.2 Multiple Time Step Molecular Dynamics

The MTS algorithm used in this work is the microcanonical reversible reference system propa-

gation algorithm (rRESPA) introduced by Tuckerman et al [9]. In this section we summarize

the MTS rRESPA following the derivation and notation of the original authors.

If Γ(t0) is a phase space element of a system of N nuclei with positions q and momenta p at

time t0, the temporal evolution can be computed by applying the classical time propagator

Γ(t0 + t ) = e i LtΓ(t0), (5.10)

where L is the (classical) Liouville operator. For a set of forces F acting on the nuclei, it is

defined as

i L =
3N∑
j=1

(
q̇ j

∂

∂q j
+F j

∂

p j

)
:= i Lq + i Lp . (5.11)

These two operators unfortunately do not commute, making the application in Eq. (5.10)

complicated. However, thanks to the symmetric Trotter theorem, it can be factorized for a

small enough time increment ∆t as

e i L∆t ≈ e(i Lq+i Lp )∆t = e i Lp (∆t/2)e i Lq∆t e i Lp (∆t/2), (5.12)

where third-order and higher terms have been discarded. These operators can now be applied

successively on Γ(0) and this propagator can be directly interpreted as a Velocity Verlet (VV)

algorithm with an integration time step ∆t .

This formalism is very useful to derive time-reversible algorithms by considering different

separations of the Liouville operator. In particular if one can split the nuclear forces into “fast”
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and “slow” components, F fast and F slow, the Liouville operator can be rewritten as

i L =
3N∑
j=1

q̇ j
∂

∂q j
+

3N∑
j=1

F fast
j

∂

∂p j
+

3N∑
j=1

F fast
j

∂

∂p j
(5.13)

:= i Lq + i Lfast
p + i Lslow

p . (5.14)

Using the same procedure, the operator can be factorised into

e i L∆t = e i Lslow
p (∆t/2)

[
e i Lfast

p (∆t/2n)e i Lq (∆t/n)e i Lfast
p (∆t/2n)

]n
e i Lslow

p (∆t/2). (5.15)

The inner operator is equivalent to Eq. (5.12), corresponding to n VV propagation steps of the

fast components of the force using a small time step δt :=∆t/n. The outer terms correspond

to a final velocity update with the slow force components, completing the propagation of the

system by one full time step ∆t . This MTS propagator reduces to the VV propagator when

n = 1. In first-principles molecular dynamics, the separation of the forces into fast and slow

components is not evident. The MTS implementation we use is the one described in [8], that

features two levels of electronic structure methods that only differ in their (exchange and)

correlation descriptions that contribute primarily to the slow force components.

In the CPMD software, this integrator is implemented as a standard VV algorithm using the

small time step δt and an effective force is calculated as

F (t0 + t ) =
F fast(t0 + t )+n ·F slow(t0 + t ) if (t − t0) = k∆t , ∀k ∈N

F fast(t0 + t ) otherwise
, (5.16)

where we have introduced a real number k to emphasize that the slow component contribution

to the forces is calculated only every n =∆t/δt iterations. We note that, by construction, a full

integration step of MTS samples the phase space at the level of the high-level method.

5.3.3 Implementation

In this work, we use ∆-learning to compute an ML correction which is trained on the differ-

ence between a low level method and the target level, representing the fast and slow force

contributions, respectively. This correction is calculated using equation Eq. (5.9). We then

consider two different MTS schemes. In the first scheme, the slow forces are provided by the

ML model directly,

81



Chapter 5. Machine Learning-Enhanced Multiple Time-Step Ab Initio Molecular Dynamics

F fast = F low

F slow =∆F ML. (Scheme I)

Here, no expensive high-level ab initio method is required and thus the computational cost of

this scheme is simply the cost of the (inexpensive) low level method and the ML correction

at the outer time steps. We note that the computation time of the ML correction, while

significantly cheaper than a DFT calculation, can still become noticeable when a large training

set containing a wide variety of atomic species is used. Thus, using MTS to avoid an ML

estimation at every time step is beneficial compared to standard ∆-learning-driven dynamics.

However, since in Scheme I, the slow components are not computed exactly, the ensuing

phase space sampling corresponds to an ML-driven simulation mimicking the reference level

of theory, not the reference level itself. Thus, the ML needs to be well-trained to have reliable

results.

At contrast, in the second strategy, scheme II, the ML model is applied to the fast forces and a

high-level method is computed at the outer time step,

F fast = F low +∆F ML

F slow = F high −F fast. (Scheme II)

Here, the slow forces F slow can be seen as a slow impulse correcting the error induced by

the ML model. Because the slow components are computed explicitly, this scheme is more

expensive than the first, but it samples by construction the same space as the high level

method independent of the accuracy of the ML model.

5.4 Computational Details

The two ML-MTS schemes, scheme I and scheme II, have been implemented in a version of

the CPMD [93] code in which other schemes can be implemented thanks to the flexibility of

the MTS framework. All simulations were performed with norm-conserving Troullier-Martins

pseudopotentials [143] with plane-wave cutoffs for wavefunctions and electron density of 80

Ry and 320 Ry, respectively. First, the LDA [144] and PBE functionals were used for calculating

the low-level “fast” and corrective high-level “slow” force components to study the properties

of these schemes. Then, the hybrid functional PBE0 will be used as the high level to show-

case the possible computational gains of both schemes. The time step for VV BO molecular

dynamics was δt = 0.36 fs. When running MTS, the same time was used for the inner step.

Our test system consists of 32 water molecules in a cubic periodic box (L = 9.939 Å). The
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system was first equilibrated in the NVT ensemble at T = 300 K with a Nosé-Hoover chains

thermostat using a chain length of 4 and a frequency of 1500 cm−1 for 7.2 ps, using the VV

integrator. The forces were computed using DFT with the PBE functional. This trajectory was

continued for another 7.2 ps using the MTS integrator with a time step ratio n = 4, still in the

NVT ensemble at 300 K. This trajectory was used for the training set.

5.4.1 Training Data: Sample Selection

Training sets were generated using Farthest Point Sampling (FPS). The total data set for training

consisted of a collection of m snapshots with atomic positions, potential energies and forces.

If a given data point is denoted τ, the whole collection of available data is defined as T =
{τ1,τ2, . . . ,τm} and the descriptor representation of atom I in τ is the vector qI , we can define

a kernel-induced distance metric

D2(τi ,τ j ) = kd (τi ,τi )+kd (τ j ,τ j )−2kd (τi ,τ j ), (5.17)

where kd (τi ,τ j ) is defined as

kd (τi ,τ j ) = ∑
I∈τi

∑
J∈τ j

k(qI , qJ ) (5.18)

The goal is to obtain a subset S⊂T containing N data points taken from T such that elements

in S are maximally distant from each other, measured by this kernel-induced distance metric.

First a set of 2 initial data points are randomly selected from T. The next point τnext ∈ (T−S)

to include in the training set is the one that has the largest distance to its closest neighbour in

S based on the distance metric Eq. (5.17),

τnext = argmaxτ j∈(T−S)

[
min
τi∈S

D2(τi ,τ j )

]
. (5.19)

The training set is then gradually increased with this rule until it contains N data points.

Since the frames are ordered, it is possible to train ML models of different sizes smaller than

N and measure their accuracy on test set independent of T to establish the optimal size.

Previous work has found that this selection scheme yields a reduction in the fraction of large

errors [145, 146].

5.4.2 ML Model: Kernel Function and FCHL19 Parameters

We use the Gaussian kernel function
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k(qI , q J ) = δZI ZJ exp

(
−∥qI −q J∥2

2σ2
k

)
(5.20)

Where ZI and ZJ are the nuclear charges of atoms I and J , respectively δZI ZJ is the Kronecker

delta function. We set the width σk to 32.5 throughout this work, which was previously

identified to yield approximately minimal mean absolute errors (MAEs) and root-mean-

square-errors (RMSEs) on an out-of-sample set. [136] We found the out-of-sample error to

be relatively insensitive to the chosen width, and σk ∈ [12.5,50.0] all gave similar errors with

minor fluctuations. The singular value threshold was set to σi /σmax = 10−13.

For the FCHL19 descriptor, we used the parameters that were optimised in [140], but with a

shorter radius cutoff rcut = 4.8 Å for both the two- and three-body terms instead of 8 Å. We

observed that reducing this distance yielded more accurate predictions for our system.

5.5 Results and Discussion

We have chosen liquid water as a benchmark system to investigate the capabilities of the

ML-MTS procedure. Significant effort has been invested in the calculation of structural and

dynamical properties of liquid water, due to its peculiar characteristics such as anomalously

high polarisability, dipole moment and its self-dissociation capability. Kohn-Sham (KS) DFT

has been widely applied to this system using a variety of exchange-correlation (XC) functionals,

and their accuracy with respect to structural and dynamical properties has been investigated

in several studies [147, 148, 149]. At ambient temperatures the local density approximation

(LDA) strongly overbinds, which leads to glassy-like behaviour with over-structured radial

distribution functions (RDFs) and diffusion coefficients that are an order of magnitude too

small. Conversely, generalized gradient approximations (GGAs) perform reasonably well,

however, they often produce RDFs that are still too structured with respect to experimental

data[149]. In general, hybrid functionals provide an improved description of the structural

and diffusive properties of liquid water [148, 122], however, the evaluation of exact-exchange

contributions to the XC functional in plane-wave implementations typically increases the

computational cost by approximately 2 orders of magnitude. Given that LDA and the GGA

functional PBE already produce starkly different structural and dynamical properties, we use

these as the low level and high level functionals respectively, as a highly nontrivial showcase

for the performance of the ML-MTS method. Then, in Section 5.5.4, we will use PBE0 as the

high level functional to evaluate the potential of this method to accelerate these simulations.

5.5.1 Model Performance

In general, the predictive power of an ML-based method heavily relies on the quantity and

quality of training data fed into the algorithm. However, including redundant data into the

training increases the computational cost without any gains. Thus, the first step is to test the
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relation between the accuracy of the force predictions and the size of the training set. From a

7.2 ps long NVT trajectory, we selected N = 25,50,75,100 training frames using FPS, resulting

in models consisting of 2400, 4800, 7200 and 9600 atomic environments, respectively. After

training, these models were tested on 20 atomic configurations extracted at random from

another independent 12 ps liquid water simulation.
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Figure 5.1: Learning curves for the ML-model trained on the liquid water database. N corresponds
to the number of frames used to train the machine. The errors ∥∆F∥err and θerr correspond to out-of-
sample errors of the F * predictions with respect to target F PBE forces. Root-mean square errors (RMSE)
are represented in blue and mean absolute errors (MAE) in orange.

For the force vector F * = F LDA +∆F ML, the prediction errors can be measured in terms of the

force magnitude ∥∆F∥err = ∥F PBE −F *∥ and the angular error θerr calculated as

θerr(F *,F PBE) = arccos

(
F * ·F PBE

∥F *∥∥F PBE∥
)

. (5.21)

For clarity, θer r was normalized by π to yield a value in [0, 1], where 0 signifies that the two

vectors are coincident and 1 signifies they point in opposite directions. Figure 5.1 displays the

learning curves for the periodic water models. There is a healthy reduction in mean-absolute

force magnitude and angular error with increasing training data. Models trained on N = 100

frames yield force prediction accuracies as low as ∼0.37 kcal mol−1Å−1, with relative angular

errors of ∼2.0%. Remarkably, good accuracy is already achieved even when only using 25

training frames, with a force magnitude and angular MAE of ∼0.52 kcal mol−1Å−1 and ∼2.7%

respectively. RMSEs, which provide more insight into outliers in the test set, improve at a

similar rate for both measures.

Since the prediction accuracy is still improving going from 75 to 100 frames, the latter was

used for the rest of this work. We first prolonged our reference trajectory for another 7.2 ps

using ML-MTS Scheme II with a time step ratio n = 4. The resulting simulation contains

information about both levels of theory, as well as the ML predictions at every outer time

step. Figure 5.2 displays a parity plot of both ∥F LDA∥ and ∥F *∥ against the target ∥F PBE∥
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forces. It is evident that LDA both grossly under- and over-estimates atomic forces with larger

angular errors present especially for smaller force magnitudes. Conversely, the ML correction

markedly improves the force accuracy for both direction and magnitude. Relative to the

extremal values of the PBE forces in the out-of-sample set, ∥F PBE∥max = 125.9 kcal mol−1Å−1

and ∥F PBE∥min = 1.1 kcal mol−1Å−1 respectively, the ML model produces excellent percentage

errors given by ∥∆F∥err/(∥Fmax∥−∥Fmin∥) with an average value of ∼ 0.14%. Figure 5.2 also

shows a comparison ∥∆F∥ for the ML (∆-learning) prediction and target ∥∆F PBE
LDA∥ = ∥F PBE0 −

F LDA∥ forces.
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Figure 5.2: Left: parity plot of out-of-sample force norms ∥F∥ with color-coded angular errors θerr

for LDA and LDA + ∆F ML forces, with respect to the PBE reference. Right: parity plot displaying the
accuracy of the ∆F ML at predicting the corresponding target ∥∆F PBE

LDA∥ reference force differences. The
ideal relationship is displayed in black in both figures.
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5.5.2 Energy Conservation

Two primary factors constrain the maximum time step ratio in MTS simulations. First, the

outer time step needs to accurately capture the characteristic frequency of the slow force

component. Additionally, the presence of numerical resonances [150, 151, 152] occurs at

specific values of the large time step when fast and slow motions resonate, causing instabilities

and a degradation of energy conservation. Thus, the reliability of the ML-MTS method was first

analysed by investigating the energy conservation of microcanonical (NVE) MD trajectories

of our test system in which the outer time step ∆t , i.e. the time step ratio n, is successively

increased. We computed 7.2 ps long trajectories using regular MTS, Scheme I ML-MTS and

Scheme II ML-MTS with an inner time step δt = 0.36 fs. On its own, BO MD simulations have

a minor yet measurable energy buildup during long simulations. Thus, we included three VV

trajectories computed with different time steps to have reference values for the typical energy

conservation values, allowing us to estimate the relative impact of the MTS integration. A

method to mitigate these resonances at larger time step is to use specific thermostats that were

designed for this task [153, 154, 155]. Therefore, we used the same simulation setup but in the

NVT ensemble, using a colored noise thermostat using the Generalised Langevin Equation

(GLE).

To quantify the trend of the energy, we fitted the energy as function of time by a linear function

E = at +b. Figure 5.3 displays the slope of this trend relative to the initial energy a/E0. For the

standard MTS and Scheme I ML-MTS propagators, the outer time steps ∆t = nδt correspond

to multiples of δt with n = 4, 8, 10, while for Scheme II ML-MTS n = 10, 16, 24, 32. For the VV

trajectories, we used the time steps δt = 0.36, 0.72 and 1.44 fs.

As expected, the VV runs with appropriate time steps yield very good energy conservation, with

a relative slope a/E0 = 3.1 ·10−7 ps−1 for δt = 0.36 fs and a/E0 = 6.0 ·10−7 ps−1 for δt = 0.72 fs.

After this, the energy conservation degrades rapidly and time steps larger than 1.44 fs produce

unstable trajectories.

In our test, the standard MTS scheme enables time step enlargement by 8δt without significant

loss of accuracy over VV, with a relative slope a/E0 of 1.22 ·10−6 ps−1. Scheme I enables very

similar time step increases and our tests even showed slightly better energy conservation with

respect to standard VV. We remind that the Scheme I does not explicitly compute the high

level of theory and thus drastically reduces the cost of the simulation for similar results. In this

case, the introduction of the GLE thermostat had a negative impact on energy conservation,

with an increase of the relative slope to 4.2 ·10−5 ps−1. This issue may arise because the ML

model was not trained using this specific thermostat and the precision of Scheme I depends

entirely on the ML model’s accuracy.

For Scheme II, the loss of energy conservation as a function of increasing time step is more

gradual than for the other methods. Very stable trajectories are possible for as much as 16 times

the inner time step without any compromise on the energy conservation (a/E0 = 3.4 ·10−6

ps−1) and up to 24 if slightly more deviation is tolerable (a/E0 = 1.5 ·10−5 ps−1). At n = 10,
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the energy conservation is markedly better than standard MTS, with a drift that is one order

of magnitude smaller than regular MTS or Scheme I. With Scheme II, using the stochastic

thermostat GLE yields a good improvement over NVE simulations, systematically reducing

the energy drift by a factor up to 2 at ∆t = 24δt . Overall, the results show that the inclusion of

∆-learning models for the fast forces enables the use of significantly enlarged outer time steps

while maintaining excellent energy conservation.
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Figure 5.3: Energy conservation measured as the slope of the fitted linear function E = at+b, computed
on trajectories using VV integration, regular MTS, Scheme I or Scheme II for different outer time steps,
respectively ratios n =∆t/δt . The latter two are also represented in the NVT ensemble using a colored-
noise stochastic thermostat (GLE). The corresponding outer time step is displayed on the top axis. All
trajectories were started from the same initial conditions and with an inner time step of 0.36 fs.

5.5.3 Structural Properties

Figure 5.4 displays the oxygen-oxygen and oxygen-hydrogen radial distribution functions

(RDFs) for liquid water, computed with VV-LDA, MTS LDA/PBE (∆t = 4δt ), ML-MTS Scheme

I (∆t = 4δt) and ML-MTS Scheme II (∆t = 10δt and ∆t = 20δt). Previous work[8] showed

that standard MTS (∆t = 4δt ) provides identical results to a VV trajectory with the high level

functional. We will thus use a LDA/PBE MTS trajectory with this time step ratio as our reference.

The first-shell maximum and minimum values g (rmax) and g (rmin) can be found in Table 5.1.

Despite the somewhat higher temperature, the LDA RDFs are far too structured, with the first

solvation shell oxygen-oxygen distance and the H-bonding distances being too small with

values of r OO
max = 2.62 Å and r OH

max = 1.58 Å, respectively. Reducing temperature to 300 K would

make these results even more structured. The inclusion of the ML-PBE correction in scheme I

significantly improves the first solvation sphere locations with all methods yielding values of

r OO
max = 2.75 Å and r OH

max = 1.75 Å, respectively, which are coincident with those measured for the

standard MTS procedure. Maximum and minimum values gOO and gOH are also significantly
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Figure 5.4: Intermolecular oxygen-oxygen and oxygen-hydrogen radial distribution functions (RDFs)
computed from NVE VV LDA MD [8] (350 K), LDA/PBE MTS (∆t = 4δt , 300 K), Scheme I ML-MTS
(∆t = 4δt , 300 K) and Scheme II ML-MTS (∆t = 10δt and 20δt , 300 K).

improved.

The results of ML-MTS Scheme I are virtually identical to both ML-MTS Scheme II and the

exact results provided by MTS (∆t = 4δt ), thus the inclusion of the ML model indeed samples

the phase space according to the high level of theory.

We would like to emphasize that of Scheme Scheme I solely relies on the ML inference for the

outer integration of the MTS algorithm. The good reproduction of the structural properties

suggest that the ML model accurately reproduces the correction to mimic the high-level PBE

method. This level of accuracy is not guaranteed if the configurations explored during the

simulations goes farther from the training set.

In contrast, Scheme Scheme II incorporates an actual high-level calculation for the final

integration of the MTS, ensuring that the simulation properties align with the high-level

method by construction. The ML component only serve as a proxy to increase the outer time

step. This is observed in the significantly larger time step ratios, reaching up to 20, which are

made possible without affecting the structural properties of water.
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O-O rmax[Å] g (rmax) rmin[Å] g (rmin) T̄ [K]
VV-LDA [8] 2.62 5.23 3.16 0.13 366.0
MTS 4δt 2.75 3.72 3.25 0.26 289.0
ML-MTS sch. I 4δt 2.75 3.74 3.35 0.25 295.2
ML-MTS sch. II 10δt 2.75 3.68 3.25 0.28 306.3
O-H
VV-LDA [8] 1.58 2.88 2.26 0.02 ~
MTS 4δt 1.75 1.98 2.45 0.05 ~
ML-MTS sch. I 4δt 1.75 1.99 2.45 0.04 ~
ML-MTS sch. II 10δt 1.75 1.93 2.45 0.05 ~

Table 5.1: Position and height of the first maximum and minimum of the oxygen-oxygen and hydrogen-
oxygen RDFs and the average temperature T̄ for each trajectory.

5.5.4 Efficiency assessment

Finally, we analyse the computational efficiency of the ML-MTS method by comparing it with

the standard MTS integration scheme. Theoretically, if τH and τL are the times to compute

the forces at the high and low level of theory and their ratio is f = τL/τH , the ideal speedup of

the MTS over VV can be estimated as

s = nτH

τMTS
n

= nτH

nτL +τH
= n

n f +1
. (5.22)

Therefore, the speedup directly depends on the time step ratio and the time difference between

the levels. In the extreme case where the time to compute the high level forces is significantly

longer than the low level ( f ≈ 0), the speedup tends towards the time step ratio n.

Since the computational cost difference between LDA and PBE is not very large (factor 2), we

used the more expensive hybrid functional PBE0 [156, 157] high level method in Scheme II

to showcase the potential gains of the method. Figure 5.5 shows the speedups measured as

the ratio between the total clock time required to compute a short (80 time steps = 36 fs) long

simulation using a standard VV and ML-MTS Scheme II. Using only time step ratios that tightly

maintain the conservation of the total energy, we obtain speedups up to 6.7 for an outer time

step of 16δt . The main reason for not reaching the ideal speedup of n is due to the increase of

the number of self-consistent-field (SCF) iterations required to converge the wavefunction

after displacement. The initial guess is based on recent history, which becomes less relevant

as the time step increases. In our MTS procedure, the wavefunction is extrapolated based on

the last 4 PBE0 time steps, which are increasingly poor initial guesses as ∆t becomes large.

Previous work showed that this limitation can be mitigated by using better extrapolation

schemes [8].

The computational cost of the ∆-learning correction does not depend on the learnt level of

theory, implying that the computational time of Scheme I does not depend on the chosen high
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Figure 5.5: Speedup of MTS-ML Scheme II over standard VV using PBE0 functional, computed as the
ratio of the total simulation times.

level functional. Therefore, we computed the speedup as the ratio between the computational

cost of Scheme I at the PBE level and a VV using the PBE0 functional. Table 5.2 shows the

average timings of the different steps involved in Scheme I and the associated speedups. Using

only time steps that tightly conserve energy, we observe speedups of 2 orders magnitude. In

this case, the worsening of the guess of Scheme II is not present since the high level method is

completely bypassed. Furthermore, the speedup also increases with n because the average

time for an ML force inference 〈τML〉 is not negligible compared to 〈τLDA〉.

All calculations were made with 96 processors on Cray XC50 compute nodes.

MTS2 MTS4 MTS8 VV
〈τML〉 [s] 0.59 0.59 0.59 -
〈τLDA〉 [s] 2.00 2.02 1.75 -
〈τPBE0〉 [s] - - - 297.55

Speedup 129.7 136.4 163.2 -

Table 5.2: Average computation times 〈τ〉 for the different steps of ML-MTS Scheme I for a range of
time step ratios. For comparison, the average time for a time step with PBE0 is computed. The average
is done on a short 36 fs-long simulation. The speedup is computed with Eq. (5.22).

5.6 Conclusion

We have introduced a method which combines a multiple-time step scheme with machine

learning for performing accurate ab initio molecular dynamics at significantly reduced com-

putational cost. The numerical evidence presented here demonstrates that the addition of

energy conserving machine learning corrections can yield significantly improved accuracies

and speedups to standard MTS propagators. We have presented two schemes in which an ML

correction is applied, through either a timescale separation argument analogous with other ab

initio MTS applications[119, 121, 120, 122, 8] or a new scheme in which the error induced by
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the ML model is corrected with an accurate high-level functional. In the first case, speedups

of up to ∼163 times relative to VV-PBE0 dynamics are possible, while in the latter speedups

of ∼6.7 can be reached using an outer-time step 4 times larger than what was obtained in

previous work[8]. In addition, for Scheme II, ML-MTS poor initial guesses for the PBE0 SCF it-

erations result in an upper-bound to the maximum speedup possible for increasing outer time

steps, which is also present in BO-MTS MD. More sophisticated extrapolation schemes would

likely result in a vast improvement in computational efficiency. Nonetheless, the speedups

provided by both ML-MTS schemes are encouraging and can be attached ad hoc to standard

ab initio MTS procedures with minimal effort.
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6 Multiple Time Step QM/MM Molecular
Dynamics Enhanced With On-The-Fly
Trained Machine Learning

A wizard is never late, Frodo Baggins, nor

is he early. He arrives precisely when he

means to.

Gandalf, The Fellowship of the Ring

Movie.

Chapter 6 is a pre-print article containing results of an ongoing project:

François Mouvet and Ursula Rothlisberger. Multiple Time Step QM/MM Molecular

Dynamics Enhanced With On-The-Fly Trained Machine Learning. In progress.
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6.1 Introduction

Molecular dynamics (MD) simulations are a very capable tool that can provide a detailed

description of the complex mechanisms of biological macromolecules. However, the consid-

erable number of atoms in these systems (often in the range of 10’000 to 100’000 atoms) is

incompatible with a full quantum mechanical (QM) description of the atomic interactions. It

is thus necessary to make some concessions to access relevant simulation times to model the

desired phenomena.

A very popular choice is to rely on classical MD, where the interactions between atoms are

computed using a classical potential mapped by a large set of parameters, the force field (FF).

These parameters are usually estimated by fitting experimental data or energies computed

using quantum-based equations. While these force fields generally have a good accuracy

for certain applications, there are cases where the quantum nature of molecular systems is

not reproducible by classical models. For example, the rearrangements of electrons during

biochemical reactions or photoexcitations require a quantum description of the atomic in-

teractions [6]. Moreover, most readily available FF do not contain parameters for molecules

containing one or more (transition) metal centers and, in consequence, ad hoc FF parameters

have to be computed. For these cases, hybrid Quantum Mechanics/Molecular Mechanics

(QM/MM) simulations [158], in which the system is divided into a QM region of interest and

an MM environment, are a powerful alternative for studying complex chemical reactions

involving both electronic and mechanical components.

The computational cost of QM/MM simulations is mostly dictated by the QM force calcula-

tion. The most direct way to extend the accessible timescale of QM/MM simulations is to

minimize the time needed to compute each MD integration step by using clever software

implementations that are capable of exploiting the full potential of modern computer archi-

tectures. Therefore, the parallelization of the force computation is critical to achieve good

performance and most of the commonly used QM or MM software packages nowadays have

implemented efficient parallelization schemes [159, 160, 161]. However, using two software

packages together in a QM/MM workflow often imposes some constraints on the capabilities

of each software component. To resolve this issue, the recently developed Multiscale Simu-

lations in Computational Chemistry (MiMiC) framework is specifically designed to improve

the communication between massively parallel programs [162, 163]. MiMiC loosely couples

the QM and MM software packages, allowing multiple programs to run simultaneously with

almost no impact on their parallelization.

Another way to increase the reachable simulation time is to reduce the number of compu-

tationally expensive force calculations by acting on the integration time step. Multiple time

step algorithms (MTS), where force contributions are separated according to their character-

istic time scales and integrated with a different time step, were developed for this purpose

[164]. These techniques allow for frequent integrations of faster degrees of freedom while

slower-evolving force components are integrated less frequently. Since the total force that
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is used for propagation corresponds to the physical force, these MTS algorithms sample the

same portion of phase space as if a more traditional integrator was used and by construc-

tion, these scheme can speed up calculations without any loss of accuracy. MTS algorithms

were initially developed in the context of FF based (classical) MD simulations where a divi-

sion into fast and slow force components emerges quite naturally but their application to

QM or QM/MM MD is less straightforward, as the different force contributions are not as

easily identified. However, different MTS approaches have been investigated for QM based

MD[116, 117, 118, 121, 119, 120, 122, 12, 165] sometimes with varying success. One possi-

ble approach that proved successful in simulating quantum systems at a given high level

of accuracy consists in introducing a second more affordable lower level of theory. The low

level is used as the fast component of the forces and the slow component is then defined

as the difference between the two levels, corresponding to a slowly evolving correction to

the total force [8]. In the previous chapter, we have introduced a machine learning-aided

multiple time step (ML-MTS) algorithm, that incorporates a ∆-learning correction to the fast,

low-level forces to reduce their difference with respect to the high level description resulting in

even smaller and slow-moving force corrections. This method made it possible to run stable

simulations with intervals up to 7.2 fs between the expensive high-level QM calculations.

However, a caveat of any simulation that relies on a pre-trained machine learning model for

the computation of the forces is that expensive training trajectories of the system still need to

be computed in advance reducing the attractiveness of such methods. In addition, there may

be unexplored portions of the configuration space where the ML model was not yet trained

before and hence provides unreliable results. This is particularly important in the case of

e.g. reactive events or phase changes in a crystal where the atomic environments change

drastically.

In this chapter, we present a further evolution of this ML-MTS method destined to work

in a highly efficient QM/MM environment using CPMD[93], GROMACS [166] and MiMiC

[162, 163]. We also introduce the possibility to build up the ML model on-the-fly without

the need of generating high-level energy and force data before hand. This is achieved by

including retraining events that are triggered when the system explores atomic configurations

that are too distant from the previously existing training set. This distance is measured by the

kernel-induced distance metric. Because retraining events automatically trigger a calculation

of the forces using the high level of theory, we also introduce a variation of the MTS algorithm

where the intervals between high level corrections can be varied dynamically to match the

retraining requirements. Since such simulations can be started with extremely poor ML

models (trained on e.g. as few as 3 configurations) and the ML model is able to continuously

adapt itself on-the-fly while the MTS framework ensures that the full accuracy of the high-level

QM description of the dynamics is guaranteed at all times, this completely circumvents the

need for prior generation of large amounts of costly high-level reference data. Instead in the

true spirit of first-principles based MD, the ML model is trained where it is needed, i.e. on the

actual configurations that are visited during the dynamics.
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6.2 Theory

6.2.1 Machine learning-enhanced multiple time step MD

The ML-MTS algorithm used in this work is based on the microcanonical reversible system

propagation algorithm (r-RESPA) [164] and the OQML [136] regression method. The formal-

ism of the different elements of the ML-MTS algorithm have already been summarized in

Section 5.3.

6.2.2 QM/MM MD

The QM/MM approach is a hybrid model where the atoms of a system are split into a section

of interest that will be treated with QM methods and a classical MM environment. This

method gives access to the simulation of very large (biological) systems that might exhibit

phenomena that need to be described accurately by a QM method. The computation of the

QM forces is typically the most expensive part of any QM/MM calculation and appropriate

QM methods need to be selected to access relevant time scales. A popular choice is to use

Density Functional Theory (DFT) with a functional that is capable of describing the underlying

processes with sufficient accuracy. The MM calculations use a FF and thus only represent a

small fraction of the total computational cost.

One of the main challenge of QM/MM methods is to appropriately describe the interaction

between the QM and MM parts. The most straightforward way to compute the total energy of

the system is to use a subtractive scheme [167]. With q labeling the quantum subsystem and c

the classical environment, the total energy can be written as

E tot = E QM
q +E MM

q+c −E MM
q , (6.1)

where the superscripts indicate the method used to compute the corresponding energy term.

The main advantage of this method is its simplicity. By construction, there cannot be any

double counting of interactions and subtractive QM/MM schemes can easily be set up for

any pair of QM and MM software packages. However, this method has some drawbacks. For

example, in their most straightforward implementation, the MM atoms cannot introduce a

polarization of the electronic charge density.

The alternative is using an additive scheme, where the total energy is computed as

E tot = E QM
q +E MM

c +E QM/MM
c+q . (6.2)

The last term E QM/MM
c+q describes all bonded and non-bonded interactions between the QM

and MM regions. One complication of additive schemes is in the treatment of covalent
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bonds between the QM and MM subsystems. In these cases, the bonded MM atoms are

usually replaced in the QM calculation by a fictitious boundary atom such as a hydrogen

atom [168, 169, 170, 171, 172] or a monovalent pseudopotential [173, 174, 175, 171]. The non-

bonded terms is formed by the steric (van der Waals) interactions that are usually described

by the same the force field used for the MM part, and the electrostatic interactions that can

be treated at different levels of complexity [6]. In MiMiC, the MM atoms are split into two

parts according their distance from the QM region. In the short-range shell, MiMiC uses

an electrostatic embedding scheme calculated on the 3D mesh r used by CPMD to map the

total (electronic plus ionic) charge density ρ(r). The short-range electrostatic interactions

between the QM and MM subsystems are computed using a damped Coulomb potential to

avoid electron spillout [176]. Specifically, if QM M
i is the partial charge of the i -th MM atom,

rc,i its covalent radius and RMM
i its coordinates, the QM/MM electrostatic part of the energy is

given by

E QM/MM
ele (ρ(r),R) =

NMM∑
i=1

QMM
i

∫
drρ(r)

r 4
c,i −|RMM

i − r|4
r 5

c,i −|RMM
i − r|5 . (6.3)

The long-range interactions are computed by a multipolar expansion of the electrostatic

potential of the QM region [176].

For more information on the implementation of the QM/MM calculations in MiMiC, we refer

the reader to references [162] and [163].

6.3 Methods

6.3.1 ML-MTS in QM/MM MD

The MTS integration algorithm for QM/MM that we present here is based on the MTS Born-

Oppenheimer (BO) MD formulation [103] that was summarized in Section 4.3.3 and a pseudo-

code of its implementation in CPMD can be found in Algorithm 4.2. In this framework, the

time scale decomposition of the total force is achieved by realising that the accuracy of a DFT

calculation is determined by the description of exchange-correlation effects. These terms are

expected to represent only a relatively small portion of the total energy. Furthermore these

contributions do not have an explicit dependence on the ionic positions and can be expected

to vary fairly smoothly along the atomic trajectory. It is thus possible to create two sets of force

contributions described by two distinct levels of theory (differing only in the accuracy of the

exchange-correlation part) that can be integrated with a different time step. Typically, a low

level functional is used to compute the fast components of the forces Ffast. Then, the slow

components Fslow are defined as the difference between the force computed at the target level

of theory Fslow and Ffast.
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Ffast = Flow

Fslow = Fhigh −Flow. (6.4)

This scheme can easily be translated into a QM/MM workflow if the force acting on any atom

is decomposed as

Flow = Flow
QM +Flow

QM/MM +Fc
QM/MM +Fc

MM

Fhigh = Fhigh
QM +Fhigh

QM/MM +Fc
QM/MM +Fc

MM. (6.5)

In this equation, Fc
MM is the classical force acting on the MM atoms, Fc

QM/MM is the classical

part of the QM/MM forces, Flow
QM/MM and Fhigh

QM/MM are the parts of the QM/MM contribution

treated at the QM level. Both Fc
MM and Fc

QM/MM force have no dependence on the level of

theory and will cancel out in the calculation of Fslow. This means that in practise, the MM

atoms will be integrated with a standard velocity Verlet (VV) algorithm using the inner time

step δt .

This method can be extended to exploit the ML-MTS method Scheme II exposed in Chapter 5,

where we add a ∆-learning correction

∆FML ≈
(
Fhigh

QM +Fhigh
QM/MM

)
−

(
Flow

QM +Flow
QM/MM

)
(6.6)

to the low level of theory to reduce its difference with the high level and thus increasing the

maximum attainable time step. The high and low forces of Eq. (6.5) become

Flow = Flow
QM +Flow

QM/MM +Fc
QM/MM +Fc

MM +∆FML

Fhigh = Fhigh
QM +Fhigh

QM/MM +Fc
QM/MM +Fc

MM. (6.7)

6.3.2 Description of atomic environments

The atomic environments are described mathematically by the same FCHL19 [140] descriptor

functions and parameters that were presented in Chapter 5.

In the context of force predictions for full QM based MD, the descriptor function of all atomic

environments in a frame has to be computed and depends on the position of other atoms

in the system within a cutoff distance. In the QM/MM case presented here, only the forces
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acting on the QM atoms are needed. However, to compute the force acting on an given atom,

the derivative with respect to the position of all atoms included in the descriptor needs to be

computed. Overall, the computational cost of building the training kernel matrix that includes

these derivatives (Eq. (5.7)) scales as O (6N 2M 3), where N is the number of frames containing

M atoms each [136]. It is thus unrealistic to consider all atoms in a QM/MM simulation often

constituted of thousands of atoms.

There are multiple possibilities to restrict the number of atoms considered in the descriptor. A

schematic explanation of these possibilities is shown in Fig. 6.1. Let us define a subsystem

labelled “ML section” that contains the atoms used to compute the descriptor of the QM

atoms. First, all QM atoms need to be included in this ML section. Then, a fixed set of MM

atoms of interest could be added to the ML section for all the simulation, as represented

in the middle scheme of Fig. 6.1. This would make the calculations more affordable, but

would be problematic when these atoms move away from the region of interest. This could

be avoided by only including covalently-bonded atoms in this subsystem but this again

could miss out on representing important environmental changes due to e.g. nearby mobile

water molecules. Another possibility would be to include all atoms that are closer than a

given distance threshold in the ML section (right scheme of Fig. 6.1). This would pose some

technical challenges because the number of atoms in the descriptor would change constantly,

changing the dimensions of the vectors of all descriptors.

Instead, the option we have chosen here was to begin with the absolutely minimal description

consisting in limiting the ML descriptor to the isolated QM atoms, as represented by the left

scheme of Fig. 6.1. This prevents all issues with redefining the ML subsection and greatly

simplifies the implementation. This choice is especially reasonable for our application, since

we always use the force estimation in tandem with a DFT calculation that computes all

QM/MM interactions. Furthermore, the presence of close-by MM atoms can induce subtle

deformations of the QM configuration that can be captured by the ML model, meaning the

presence of MM atoms has still an impact on the estimated forces. If the force estimations

provided by this zero order representations would prove to be too poor, more elaborate

schemes could be implemented. However to anticipate our results, for the two prototypical

test systems we assessed here, it turns out that this most expedient solution is already able to

provide highly satisfactory results.

Another advantage of using ∆-learning is that the quantum charge distribution is computed

using the lower level method, removing the need of an ad hoc charge estimation, which

would be necessary for a direct learning scheme that can be investigated in later studies.

In preparation of this, we have already implemented a kernel-based model trained on the

dynamically generated restricted electrostatic potential (D-RESP) charges [177] that turns out

to provide very accurate results.
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Figure 6.1: Different possible approaches for segmenting the QM, MM and ML subsystems. The QM
region is shown in orange, the ML subsystem is shown in blue and the rest are MM atoms. Left: the ML
and QM subsystem are identical. Middle: the ML subsystem contains QM atoms and a few selected
MM atoms. Right: the ML subsystem contains the QM atoms and takes all MM atoms within a certain
range into account.

6.3.3 Adaptive scheme

The adaptive ML-MTS scheme is a further evolution of the ML-MTS approach that incor-

porates an adaptive MTS integration time step ratio that depends on the accuracy of the

ML estimates. Depending on this, the ML model can be retrained on-the-fly to incorporate

unknown atomic configurations. A flowchart of this method is represented in Fig. 6.2.

The idea is to start the simulation with little to no prior data and to increase the training

set as the trajectory progresses. When the simulation starts, the first step is to get both the

low level forces Flow and the correction ∆FML that are then combined to compute the fast

components of the force Ffast. Along with ∆FML, the ML program also computes a metric ξ

(defined later in Eq. (6.10)) representing the confidence on the ML prediction. If ξ is smaller

than a fixed threshold ξmax, the MTS integration continues as intended with an inner update

of the positions and velocities and the inner loop counter n is increased by one. If ξ is greater

than the threshold, a retraining event is triggered, the inner loop is exited and the algorithm

goes on with the computation of the high level force and finally the slow force contribution

Fslow. The outcome of the high level calculation is sent to the ML code to be incorporated into

the training set and the ML model is immediately retrained. Finally, since the inner loop was

interrupted after n iterations, the outer update of the positions and velocities is integrated

using the time step ∆t = nδt . The counter n is reset to 0 and the inner loop starts again.

To prevent extravagant time step ratios when the ML model is sufficiently well trained, the

number of inner loops n cannot exceed a maximum value, nmax. If this maximum outer time

step is reached, the high level calculation is triggered without retraining the ML model.

6.3.4 Training Data Selection

The training set of all pre-trained ML models in this work is based on previous trajectories

computed using the MTS algorithm with a small time step ratio of 4. The MTS implementation

100



6.3 Methods
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get ∆ML force
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Figure 6.2: Flowchart of the adaptive MTS scheme, using an inner time step δt , an outer time step
∆t = nδt and a predefined maximum MTS ratio nmax. The green boxes are conditions and the orange
boxes are processes. The condition to arrive at the end of the simulation is not represented.

101



Chapter 6. Multiple Time Step QM/MM Molecular Dynamics Enhanced With On-The-Fly
Trained Machine Learning

is used so that both levels of theory are computed during the outer time steps, thus providing

the forces and energies of both levels and granting the possibility to compute their differences

for a ∆-learning scheme. However, a trajectory can contain repeating atomic configurations

that would bloat the ML model, increasing its computational cost and possibly induce errors.

Therefore, all training trajectories were compressed into a smaller representative training set

using the farthest point sampling (FPS) procedure presented in Section 5.4.1.

6.3.5 Confidence criterion

Several reliable uncertainty estimators have been developed during the last years both for

kernel-based methods and neural networks [178, 179, 180, 181] but they usually involve a

substantial increase of computational cost. We propose instead to use a metric based on

the kernel-induced L2 distance that we used previously in the context of the FPS resampling

technique 5.4.1.

If qI is the descriptor of atom I in a frame τi , we can define the function

kd (τi ,τ j ) = ∑
I∈τi

∑
J∈τ j

k(qI , q J ). (6.8)

Since the kernel function k(qI ,qJ ) is a positive semidefinite function that measures the simi-

larity between two atomic environments, this function is representative of the “total similarity”

between the environments found in two frames τi and τ j .

If the new configuration encountered during a simulation is τnew , we can compute the kernel-

induced distance with all frames in the training set. For a given frame j , it can be written

as

D2
j = kd (τnew ,τnew )+kd (τ j ,τ j )−2kd (τnew ,τ j ). (6.9)

Finally, if D = {
D2

1,D2
2, . . . ,D2

N

}
, its minimum value corresponds to the closest training frame

and will be used as our confidence criterion,

ξ= minD. (6.10)

Because the descriptor of a new frame is systematically computed for the∆-learning correction

and the training descriptors are stored, the cost of the computation of this metric is negligible

compared to the rest of the ML machinery.
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Figure 6.3: Representation of the two test systems. Left: solvated acetone (ACT). The QM region
is restricted to the acetone molecule. Right: the Zinc-binding GB1 mutant. The QM region is the
immediate zinc-binding site containing the zinc ion, three histidine residues and a water molecule
represented as ball-and-sticks. The GB1 representation was taken from [162].

6.3.6 Software

All ab initio simulations are performed with the CPMD [93] software using the MiMiC [162, 163]

high performance framework for the calculation of the QM/MM terms. The classical part is

computed with the GROMACS software [166]. The machine learning method is implemented

in an in-house code in C++, using the Eigen linear algebra library [182] and parallelized with

MPI. Exploiting the flexibility of the MiMiC interface, the communications between CPMD and

the ML software has been implemented in MiMiC. The calculations presented in this chapter

are run on single-node workstations. Since the QM calculations are much more expensive

than any other parts, a maximum of resources was given to CPMD, meaning that GROMACS

and the ML software were run on single processor.

6.4 Results and Discussion

6.4.1 Simulation setup

We have selected two test systems of different complexity to showcase the properties and

capabilities of the method. The first system is a single acetone molecule solvated in water

(ACT). In this case, the QM region (and ML section) only contains the acetone molecule and

all water is treated classically. The second, more complex test case is a biochemical system,

namely a zinc-binding mutant of the GB1 protein [183, 184]. Both systems are shown in

Fig. 6.3.

For all simulations, the integration time step is set to 0.24 fs. When MTS is used, the inner

time step δt is also set to 0.24 fs and the outer time step ∆t is specified by the time step ratio
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n =∆t/δt . The convergence criterion for the optimization of the wavefunction is set to the

CPMD default of 10−5 a.u..

The ACT system consists of 10 QM atoms immersed in 505 water molecules that are treated

classically using a flexible TIP3P water model [185]. There are no covalent bonds between

QM and MM atoms. The system was put in a periodically repeated cubic box of edge 24.74 Å.

This system was created using the tools of the GROMACS software suite and first underwent a

classical equilibration (energy minimization and gradual temperature ramping). Then, the

system was requilibrated at the QM/MM level and the input for this simulations was generated

with the helper scripts of mimicpy [186]. The ACT simulations were performed using BO

MD and DFT with the GGA functional BLYP [28, 187]. The plane wave basis cutoff for the

wavefunctions was set to 70 Ry. To enforce the isolated system condition for the QM part,

we used the Martyna-Tuckerman [188] method to solve the Poisson equation for an isolated

system. The system was slowly annealed to 1 K and then heated back up to 300 K using a

Berendsen thermostat with a time constant of τ= 5000 a.u. The system was then equilibrated

for 2.4 ps in the NVT ensemble at T = 300 K using a Nosé-Hoover chain (chain length: 4,

frequency; 4000 cm−1). We then extended this simulation in the NVT ensemble for another 2.4

ps with the same parameters but now using the MTS integrator with a time step ratio of 4. The

functional describing the low level was LDA, while the high level remained BLYP. Because the

forces are computed using both levels of theory at the outer time steps, this trajectory contains

all the information necessary to create a training set for this system.

The GB1 system is more complex than ACT. The QM part contains a Zn ion, as well as three

coordinating histidine side chains and an extra coordinated water molecule summing up to a

total of 40 QM atoms. The rest of the protein (788 atoms) is treated classically using the FF14SB

[189] force field and the surrounding water molecules use a rigid TIP3P water model (25149

atoms). Considering the multiple possible coordination pattern of the Zn ion, the movements

of the coordinated water molecule, the possibility of water exchange and the covalent bonds

between the QM and MM atoms, this system can serve as a good showcase of the capabilities

and limitations of the method.

The initial structure of GB1 was taken from the SI of Ref. [162] and the equilibration step

followed a similar procedure as for the ACT system. All simulations were performed using BO

MD and DFT with the GGA functional BLYP. The energy cutoff for the single-particle wavefunc-

tions was 85 Ry. For the QM/MM terms, the multipole expansion was terminated at l=5 and

cutoff radius for short-range, respectively long-range electrostatic interactions between the

QM and MM regions was set to 36 Å. The system was slowly annealed until a temperature close

to 0 K was reached and was subsequently heated up to 300 K using a Berendsen thermostat

with a time constant of τ = 5000 a.u. Then, a longer BO MD equilibration simulation was

performed using a Nosé-Hoover chain thermostat with a coupling frequency of 4000 cm−1 at a

temperature of 300 K. All subsequent NVE trajectories of GB1 were computed from this point.
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Figure 6.4: Left: Parity plot displaying the norms of the low level forces acting on the QM atoms of the
solvated acetone system computed with ML-MTS (n = 4). The points are colored according to their
relative angular error θerr/π. Both LDA and LDA + ∆FML are displayed. Right: parity plot of the norm
of the ML force correction against its exact target. The ideal function x = y is shown in black in both
figures.

6.4.2 ML-MTS for QM/MM

Accuracy of the ML model

The accuracy of ML models strongly depends on the quality and amount of data that is fed

into the training set. For the ACT system, the training set is based on a 2.4 ps long MTS (n = 4)

trajectory in the NVT ensemble using LDA as the low level functional and the GGA functional

BLYP as the high level. Given the time step ratio of 4, this provides 2500 data points containing

positions, high and low level energies and forces. This training set is then compressed using

the FPS procedure to extract the 100 maximally distant frames, providing a total of 1000 atomic

environments. These frames form the training set for the ACT system.

This simulation was then extended for another 2.4 ps using the ML-MTS scheme for QM/MM

with a time step ratio n = 4 to assess the accuracy of the ML predictions during a simulation.

Fig. 6.4 shows a comparison of the high level force, the low level force and the ∆FML correction

forces in a parity plot of the force norms colored with respect to their angular errors θerr,

computed as

θerr(F1,F2) = arccos

(
F1 ·F2

∥F1∥∥F2∥
)

. (6.11)

In the following results, this angle is normalized by π to yield a value in [0,1] where 0 means

that the vectors are aligned and 1 means that they are pointing in opposite directions.

In this simulation of ACT, the forces computed with LDA both under- and overestimate those
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of the BLYP target. The mean average error (MAE), root mean squared error (RMSE) and

the average angular error 〈θerr/π〉 are represented in Table 6.1. The addition of the ∆FML

correction greatly reduces the gap between the two levels of theory. The MAE is reduced by

a factor 20.4, the RMSE by a factor 17.1 and the angular error by a factor 18.65. With the ML

correction, the MAE of the force norm only represents 0.3% of the total range of values covered

by the norms observed in this simulation.

For GB1, the training set is based on a very short (0.48 ps long) MTS (n = 4) trajectory computed

using LDA as the low level functional and BLYP as the high level. With a time step of 0.24 fs,

this gives a set of 500 data points. As for ACT, we extracted 100 representative frames, yielding

a total of 4000 training environments. Using this ML model, this trajectory was extended for

2.4 ps using ML-MTS with a time step ratio of 4.

Fig. 6.5 shows the parity plots of the norms of the forces acting on the QM atoms of GB1. Again,

adding the ∆-learning correction drastically reduces the gap between the two levels of theory,

albeit a bit less than for ACT. This difference is probably due to the slightly less accurate ML

model used for GB1 that was trained on very few configurations sampled over a narrow time

interval. This is particularly noticeable in the right panel of Fig. 6.5, where some outliers are

visible in the 0-10 kcal mol−1Å−1 region. Nevertheless, these outliers are few and the MAE is

reduced by a factor 14.1, the RMSE by a factor 10.5 and the average angular error by a factor

12.08 compared to LDA.
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Figure 6.5: Left: Parity plot displaying the norms of the low level forces acting on the QM atoms of the
GB1 system computed with ML-MTS (n = 4). The points are colored according to their relative angular
error θerr/π. Both LDA and LDA + ∆FML are displayed. Right: parity plot of the norm of the ML force
correction against its exact target. The ideal function x = y is shown in black in both figures.

Energy conservation

To test how far the time step ratio n of the ML-MTS integration scheme can be pushed, we

computed a series of microcanonical (NVE) trajectories with increasing time step ratios and
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Table 6.1: Mean average error (MAE), root mean square error (RMSE) of the norm of the force acting
on the QM atoms during QM/MM simulations of ACT and GB1, using ML-MTS. The average relative
angular error of the forces 〈θerr/π〉 is also represented. The forces are expressed in kcal mol−1Å−1.

ACT GB1
MAE RMSE 〈θerr/π〉 MAE RMSE 〈θerr/π〉

LDA 5.30 6.34 0.19 6.37 7.82 0.15
LDA+∆FML 0.26 0.37 0.01 0.45 0.74 0.01

monitored the conservation of the total energy. For both ACT and GB1, 2.4 ps long trajectories

were computed with a constant inner time step δt = 0.24 fs.

Since BO MD can exhibit an energy drift (in addition to fluctuations, we considered a linear

fit E = at +b of the energy and used the slope as a metric describing the conservation of

energy. We note that there is no physical reason why the energy drift should evolve linearly.

In practice, the purpose of the fit is solely to give an indication of the trend. For ACT, we

used time step ratios of n = 4,10,20,30,40 for the regular (without ML) MTS, corresponding

to outer time steps between 0.96 fs and 9.6 fs while we added a trajectory with n = 60 for the

ML-MTS simulations. The trends relative to the initial total energy are represented in Fig. 6.6.

Strikingly, this system tolerates very large MTS ratios (likely due to the fact that the LDA forces

are already quite a close approximation of their BLYP analogue) up to n = 30 even without the

ML correction, with only minor consequence on the energy conservation (a/E0 = 3.88 ·10−5

ps−1). However, such large MTS ratios represent a limit for this system since the simulation

with n = 40 shows very large instabilities and the energy increases rapidly at a relative rate of

a/E0 = 2.21 ·10−4 ps−1, i.e. ten time faster than for the previous point. The use of the ML-MTS

approach slightly increases the energy build up for time step ratios lower than n = 30, but

drastically increases the maximal possible time step ratio. Very stable simulations are achieved

even at n = 40 with a relative rate of a/E0 = 9.53 ·10−6 ps−1. In fact, we were able to push the

time step ratio even further to n = 60 (∆t = 14.4 fs) and still have a good energy conservation

during the simulation with a/E0 = 8.20 ·10−5 ps−1.

In the GB1 simulations, we used MTS ratios n = 4,8,12,16,20. The energy conservation

for these trajectories is shown in Fig. 6.7. For n = 4, both MTS and ML-MTS simulations

provide very accurate energy conservation with a/E0 = 2.82 ·10−5 ps−1 and a/E0 = 3.75 ·10−5

ps−1, respectively. Both curves reach a plateau around ∼ 1.1 ·10−4 ps−1, where no further

degradation of the energy is observed. This plateau is marginally lower for the ML-MTS

simulations. However, the curves dissociate at n = 20 where the regular MTS simulation gets

unstable, while ML-MTS manages to keep the energy conservation at a reasonable level.

6.4.3 Adaptive ML-MTS

To define an optimal value of the a threshold that triggers a retraining event ξmax, we ran two

simulations using ML-MTS with a time step ratio of 12. The first simulation was run with the
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Figure 6.6: Trend of the total conserved energy during an NVE simulation of solvated acetone using
both regular MTS and ML-MTS for different time step ratio n. The trend is represented relative to the
initial energy E0 = E (t = 0). All trajectories are 2.4 ps long and start from the same initial positions and
velocities. The top x-axis shows the corresponding outer time step ∆t .
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Figure 6.7: Slope of the total conserved energy during an NVE simulation of the GB1 system using
both MTS and ML-MTS for different time step ratios n in comparison with regular velocity Verlet with
the same time step (VV). All trajectories are 2.4 ps long and start from the same initial positions and
velocities. The top x-axis shows the correspond outer time step ∆t .
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model described in Section 6.4.2. The second was run with a voluntarily poor training set,

consisting of 3 consecutive frames taken from the beginning of the equilibration trajectory

(N3). We measured the metric ξ (Eq. (6.10)) along the simulations and compare the results in

Fig. 6.8. The distribution of ξ is significantly larger in the trajectory using the poor training set

and takes a broad range of values up to 7.03 ·10−3, with an average of 3.58 ·10−3. Conversely,

the appropriately trained model maintains much lower values during this test, with an average

of 1.57 ·10−3 and a maximum value of 3.57 ·10−3. Given these distributions, we decided to

use two different thresholds ξmax: a tight criterion on precision ξmax = 3 ·10−3 and a looser

threshold of ξmax = 5 ·10−3.

We tested the adaptive ML-MTS procedure by running a set of 0.48 ps long trajectories of GB1.

To challenge the method, we started the simulations using the the poor N3 training set. This

will force the algorithm to retrain rapidly as simulation will quickly explore configurations

that are out of the training set. We ran simulations with maximum time steps ratios of nmax =
12,20,40, that correspond to cases where the energy was starting to deteriorate for the regular

MTS algorithm (Fig. 6.7). To observe the potential gains of the method, another trajectory

was computed using only the N3 training set without any further retraining (not adpative).

Fig. 6.9 shows the conserved energy during these simulations along with markers indicating

the moments where a retraining event was triggered. The initial and final size of the training

sets is represented in Table 6.2, along with the relative energy trends.
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Figure 6.8: Distribution of the minimum kernel-induced distance ξ computed with Eq. (6.10) along two
ML-MTS simulations of GB1 with a fixed pre-trained ML model containing Nt frames. The trajectory
in blue uses a ML model described in Section 6.4.2. In orange, the model is trained on 3 consecutive
frames, representing a very poor training set. The two chosen thresholds used for the adaptive scheme
are shown with black dashed lines.

At nmax = 12, all trajectories present good energy conservation even without retraining. In this

case, the MTS integrator is capable of correcting the errors induced by the poor ML predictions

and maintain energy conservation to a level similar to the simulations with a fixed ML model.

The quality of the ML model has much more impact when the time step ratio is increased

beyond the level where regular MTS is capable of maintaining energy conservation (n > 20).

The inclusion of retraining sessions during the simulation vastly improves energy conservation,
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decreasing the drifts by a factor of up to 6.2. Interestingly, the number of retraining events

remains limited even with nmax = 40 and the tight threshold, with only 16 retraining events in

10000 time steps, yielding a total of 19 frames in the final training set. This is much smaller

than the training set of our pre-trained simulation in Section 6.4.2 consisting of 100 selected

frames and still provides energy conservation of the same quality with a much larger time step

ratio.

The maximal possible performance gains of this method might be limited by the time spent

for retraining the ML model, especially since more data fed into the model translates into

longer training times. To measure this time, we ran a very short simulation of GB1 where

the model was retrained at every time step and we measured the timing of each subsequent

retraining event. This evolution is presented in Fig. 6.10. In the simulation with the largest

number of retraining events (nmax = 40, ξmax = 3 ·10−3), the time spent for training sums up to

a total of 52.46 seconds. For comparison, the total simulation time of this simulation was 24

hours and 37 minutes, meaning that the retraining phases only represent 0.059% of the total

simulation time. However, the retraining time increases with the number of frames and the

computational time could become a problem for very tight ξmax or very long simulations. We

also note that these timings were obtained on a single-node machine and that only minimal

resources were allocated to the ML part.

Table 6.2: Evolution of the size of the training set (Ninit and Nfin) during the adaptive ML-MTS scheme.
The relative slope of the energy a/E0 is also shown in ps−1.

nmax = 12 nmax = 20 nmax = 40
Ninit Nfin a/E0 Ninit Nfin a/E0 Ninit Nfin a/E0

ξmax = 3 ·10−3 3 12 1.32 ·10−4 3 12 1.35 ·10−4 3 19 2.09 ·10−4

ξmax = 5 ·10−3 3 6 1.34 ·10−4 3 8 3.53 ·10−4 3 10 2.67 ·10−4

Not adaptive 3 3 1.32 ·10−4 3 3 8.33 ·10−4 3 3 1.27 ·10−3

6.5 Conclusions and outlook

In this chapter, we presented two new algorithms. In the first part, we have implemented

an adaption of the machine learning-aided multiple time step algorithm (ML-MTS) for the

use in QM/MM simulations. This method was tested on two systems representing different

complexities: a single acetone molecule in a water solution and a larger biological system

containing a transition metal and covalent bonds crossing the QM/MM boundaries. For both

systems, applying the ∆ ML correction to improve the low level force estimate allowed to

compute stable trajectories with an integration time step far beyond the capabilities of regular

MTS. In particular for the first test case, acetone, the LDA/BLYP functional pair provided

relatively close force descriptions allowing to increase the time step ratio up to 30 (∆t = 7.2

fs) without compromising the energy conservation in the NVE ensemble. Adding the ML

correction allowed to double this MTS ratio to 60 (∆t = 14.4 fs) and still maintain a tight

conservation of the total energy. For the more complex GB1 system, stable trajectories were

achieved with ML-MTS with ratios up to at least 20 (∆t = 4.8 fs).
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Figure 6.10: Evolution of the time required for retraining the GB1 machine learning model with the
number of retraining events.

111



Chapter 6. Multiple Time Step QM/MM Molecular Dynamics Enhanced With On-The-Fly
Trained Machine Learning

In the second part of this chapter we also introduced a new adaptive ML-MTS scheme where

the time step ratio is dynamically modified to take the confidence of the machine learning

prediction into account. This confidence is measured by a kernel-induced distance metric

that compares the current atomic configuration with the configurations in the actual training

set. This scheme also allows to incorporate the new configurations into the training set to

improve the ML model on-the-fly.

We showed that the energy conservation in the ML-MTS scheme greatly depends on the

accuracy of the ML model when large time step ratios are used. The adaptive ML scheme

allowed to maintain energy conservation with time step ratios up to 40. Strikingly, this was

achieved while only incorporating a very small number of atomic configurations thus reducing

drastically the cost of both ML retraining and the inferences. In our tests, the total cost

associated to retraining events was negligible compared to the overall simulation time.

Overall, the work constitutes a proof-of-concept investigation showing that these methods are

capable of running stable trajectories with less frequent calls to expensive force computations.

Several further analysis and developments could be investigated in future works to amend

some of the limitations of the current study. First, the computational cost of the high level

forces with BLYP is only twice longer as the low-level forces using LDA. For this reason, the

computational gains of this method are not high in this case and in fact were not analyzed.

Using a more expensive hybrid DFT method for the high level forces would be more appropri-

ate to test the actual performance gains of this method. Furthermore, only NVE simulations

were tested. Using specific stochastic thermostats for MTS [155, 153, 190, 154]often allows

to further increase the time step. Finally, the other strategies suggested in Fig. 6.1 to express

the atomic environments of the ML subsystem could further improve the accuracy of the ML

corrections.
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7.1 Main results and outlooks

Throughout the chapters of this thesis, we have delved into different aspects of the field of

computational chemistry. The upcoming sections provide a summary of the key results and

outcomes obtained from the projects undertaken.

7.1.1 Computational study of drug candidates

Oxamniquine derivatives We investigated three organometallic analogues of oxamniquine,

a drug against the neglected tropical disease schistosomiasis. This infection is caused by

three different species of the flatworm “schistosome”. After creating a dedicated force field

for each molecule, we conducted classical molecular dynamics simulations of the analogues

docked into the binding pockets of their target proteins, the sulfotransferases of different

worm species that activate the prodrugs. Despites the large overall homology of these enzymes,

their binding pockets are rather different. We were able to identify two analogues (Fc-CH2-

OXA and Ph-CH2-OXA) as better candidates against all species of schistosomes due to the

higher numbers of sampled near-attack configurations favoring drug activation. An in vitro

experiment further confirmed this result, showing good activities of the selected analogues

against all three species. This unfortunately did not translate into the in vivo tests, where little

to no activity was found in small animals inoculated with schistosomes of any species, despite

an attempt to use lipid nanoencapsulation on Ph-CH2-OXA to increase drug stability under in

vivo conditions.

Given that drug stability in an acidic environment seemed to pose more problems than activity

for the target proteins themselves, future work should prioritize research on improving the

drugs formulation with the primary objective to improve bioavailability and hopefully mitigate

the loss of in vivo activity.
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7.1.2 Multiple time step algorithms

We have explored different ways to accelerate the computation of ab initio molecular dynamics

through the development of multiple time step (MTS) algorithms. These new algorithms are

all derived from the MTS for ab initio MD approach proposed by Liberatore et al. [8], where a

more approximate but more expedient (exchange-) correlation description of a lower-level

method is used to compute the fast force components Ffast = FL while a higher-level method

supplies a correction term ∆F = FH −FL that represents the slow force component Fslow.

Trajectory surface hopping We presented a new approach for non-adiabatic molecular

dynamics simulations based on linear response TDDFT implementation of Tully’s fewest

switches trajectory surface hopping method combined with the MTS scheme for the inte-

gration of the nuclear classical equations of motion. The possibility of electronic transitions

in between the large outer steps are enabled by pre-evaluating the transition probabilities

during inner steps with a low-level Landau-Zener description. If a transition is detected, a

high-level calculation including a full evaluation of the nonadiabatic couplings is invoked to

confirm the transition. This method successfully reproduces the photorelaxation of proto-

nated formaldimine using a time step ratio up to 8, providing speedups up to 3 over standard

fewest switches trajectory surface hopping simulations.

While this work served as a promising proof of concept, it is essential to conduct further

tests on more intricate systems to rigorously evaluate the performance gains of method.

Additionally, the flexibility of the implementation allows for different future possibilities, such

as the exploration of combinations with other electronic structure methods, the incorporation

of machine learning techniques, and the adaption of this method for a QM/MM framework.

These enhancements would expand the potential applications of and enable more efficient

investigations of non-adiabatic effects in large biomolecular systems.

Machine learning enhanced-MTS We introduced two new algorithms to perform ab initio

MD at a reduced cost by introducing a force correction inferred by machine learning (ML) to

either the low or high level forces. In the first method (referred to as “Scheme I”), the ML cor-

rection serves as the slow component of the forces Fslow, thus completely bypassing the need

for any explicit high level calculation. The second method (“Scheme II”) introduces instead an

ML correction to the low-level forces, with the objective of minimizing the difference between

high and low level forces resulting in very small and smooth slow force components, Fslow

allowing a further increase in the outer time step and thus an overall efficiency enhancement.

Both methods successfully reproduced the structural properties of liquid water. Scheme I

provided speedups up to 2 orders of magnitude over a standard integration method with a

hybrid functional. However, trajectories computed with this scheme may be hard to interpret,

as they do not rely on physics but solely on the accuracy of the ML model, thus blurring the

underlying hypotheses and limitations of the simulations. Furthermore, they might fail if
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very different portions of phase space are sampled during e.g. the autodissociation of water.

With Scheme II, the time step ratio could be pushed up to 20 without any loss of accuracy.

When tested with a hybrid functional, this scheme accelerated the calculation by an order of

magnitude compared to a standard velocity Verlet integrator.

The application of the colored-noise stochastics thermostat GLE during an NVT trajectory

using Scheme II appropriately improved energy conservation by removing the remaining

resonances. Conversely, the stochastic thermostat had a negative impact on Scheme I. This

may originate from the fact that this thermostat was not used during the generation of the

training set and this scheme relies entirely on the accuracy of the predicted forces.

In addition, it should be noted that the computational acceleration provided by Scheme II

could be further improved by using a more adapted extrapolation scheme providing better ini-

tial guesses at the beginning of the wavefunction optimization. When the time step increases,

the gap between high level calculations increases and a guess based on the previous steps

becomes less relevant, leading to an increased number of self-consistency cycles required

to achieve convergence at the high level. This limitation is present in both the original ab

initio MTS and ML-MTS Scheme II. Therefore, it is essential for future research to explore

novel extrapolation schemes that can significantly minimize this computational overhead

and enhance overall computational efficiency. Such advancements would greatly benefit the

performance and applicability of the methods.

Adaptive ML-MTS for QM/MM We presented two evolutions of the“Scheme II” ML-MTS

algorithm. First, the algorithms was adapted for the highly efficient multiscale modeling

framework MiMiC, thus opening the door to simulations of large biological systems. The

method was tested on two systems of increasing complexity: a single acetone molecule

solvated in water and a metallomutant of the GB1 protein. Including the ML correction, the

MTS time step ratio could be pushed up to at least 60 (∆t = 14.4 fs) for acetone and up to 20

(∆t = 4.8 fs) for GB1, with very limited impact on energy conservation. We then presented

a new adaptive ML-MTS scheme where the ML model is trained on-the-fly, thus removing

the costly and tedious steps of generating a comprehensive training set. The high level force

calculations imposed by the retraining events are also directly exploited in the dynamics by

interrupting the inner loop of the MTS and the slow force components are integrated with an

adapted time step. When tested on GB1, the adaptive ML-MTS scheme allows to maintain

energy conservation with time step ratios up to 40. This was achieved while only incorporating

a very small amount of atomic configurations to the training set (maximum 16 frames in 0.48

ps) and thus significantly reducing the cost of both ML retraining and inferences compared

to a full pre-trained model. Furthermore, the total cost associated to retraining events was

negligible compared to the overall simulation time.

There are several potential extensions for this work. First, it is important to note that the

results presented in this work used a computationally affordable high-level functional, chosen
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to efficiently demonstrate the capabilities of the new method. To measure significant com-

putational accelerations, it is crucial to employ a more computationally intensive quantum

mechanical (QM) method as the high-level reference, such as a hybrid-level functional. This

would enable the measurement of notable speedups and validate the method’s potential for

practical applications. In addition, our tests were limited to one strategy for the ML descrip-

tion of the environments of the QM atoms. This strategy only considers the QM region in the

descriptor. Including more information about the configuration of nearby MM atoms could

improve the accuracy of the ML predictions, thus possibly leading to larger integration time

steps with better energy conservation. Finally, this algorithm suffers from two limitations

already observed in the previous research projects. The incorporation of MTS-specific stochas-

tic thermostats could be highly beneficial in mitigating resonances between the different

force components. By effectively minimizing these resonances, it becomes possible to further

increase the integration time step, leading to even greater improvements in computational

efficiency and overall speed. Moreover, this method is subject to the same issue encountered

in the other MTS projects concerning the degradation of the initial guess for the wavefunc-

tion optimization when increasing the time step. An adapted extrapolation scheme for MTS

applications could significantly improve the potential of this method.

7.2 Final word

This thesis has presented an exploration into the wide field of computational chemistry, with a

large portion of the time dedicated to the acceleration of first-principles molecular dynamics

simulations. By leveraging advanced computational techniques and novel algorithmic ap-

proaches, significant strides have been made in enhancing the efficiency and scalability of

these simulations. The achievements outlined in this work not only pave the way for further

advancements in the field, but also hold the promise of empowering researchers to tackle

the simulation of intricate biomolecular processes with improved speed. By doing so, these

advancements provide a compelling avenue for rapid screening and precise design of thera-

peutic compounds, ultimately enhancing the efficiency and effectiveness of drug discovery

efforts. As the methodology continues to evolve and computational resources become more

readily available, we can anticipate even more exciting breakthroughs in the future.
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