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Abstract 

The evolution of the 3D morphology is at the center of many relevant biological 

processes ranging from cellular differentiation to cancer invasion and metastasis. 

Microscopy techniques, such as electron microscopy (EM), super-resolution (SR) optical 

microscopy, and atomic force microscopy (AFM), have been applied to image the structure 

of cells in great detail. The major challenge is to obtain 3D information at nanometer 

resolution without affecting the viability of the cells and avoiding interference with the 

process. 

The thesis presents the development of a time-resolved scanning ion conductance 

microscope (SICM), from concept to prototype, capable of resolving spatiotemporal 

biological processes with unprecedented resolution and imaging speed. By integrating 

advances in nanopositioning, controls theory, microelectronics, and nanopore fabrication, 

the time-resolved SICM system enabled sub-5 nm resolution, performed high-speed 

imaging of 0.5 s per pixel, and allowed large imaging volumes. Moreover, the stability of 

the system enabled performing live cell imaging over 48 h without perturbations. We 

applied time-resolved SICM to dynamic processes on cell membranes that included: 

Structural evolution of circular dorsal ruffles (CDRs), shedding light on their mechanisms 

of formation; Morphological changes in human melanoma cells upon treatment with a drug 

known to reduce resistance to immunotherapy; And mechanisms of bacteria-host infection 

in the human cell membrane.  

Furthermore, we combined time-resolved SICM with super-resolution fluorescence 

optical fluctuation microscopy (SOFI). By optimizing the SOFI computational approach 

and fluorophore’s properties, high-speed correlative 3D imaging with mitigated phototoxic 

effects was achieved. The complementary capabilities of time-resolved SICM and SOFI 

provided comprehensive information on cell membrane morphology and cytoskeleton 

protein architecture, offering sub-diffraction resolution in living cells. This combined 

method holds promise as a routine tool for studying membrane processes.  

In addition to imaging, time-resolved SICM was successfully adapted for single-

molecule spectroscopy using nanopores, creating a new technique called scanning ion 

conductance spectroscopy (SICS). SICS overcame limitations in nanopore technology by 

controlling the nanopores' position and the translocation speed of individual molecules. The 

ability to control the speed and average multiple readings of the same molecule has resulted 

in two orders of magnitude increase in signal-to-noise ratio compared to conventional free 

translocation. In our glass nanopore experiments, we detected a 3.4 angstroms single 

nucleotide missing in a long strand of dsDNA. Moreover, we utilized SICS to successfully 

identify and analyze intricate topological features within complex DNA structures, 

including DNA-dCas9 complexes, hairpins, molecular rulers, and dsDNA gaps. The 

increased detection capability with SICS has the potential to be transferable to other solid-



  
 

state and biological nanopore methods, significantly improving diagnostic and sequencing 

applications.  

Keywords: Scanning ion conductance microscopy, super-resolution optical microscopy, 

live-cell imaging, Biomembrane dynamics, Melanoma cells, Bacterial Infection, 

nanopores, single-molecule detection, DNA systems.  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 



  
 

Résumé 

L'évolution de la morphologie en 3D est au centre de nombreux processus 

biologiques importants, allant de la différenciation cellulaire à l'invasion et à la métastase 

du cancer. Des techniques de microscopie, telles que la microscopie électronique (EM), la 

microscopie optique à super-résolution (SR) et la microscopie à force atomique (AFM), ont 

été utilisées pour imager en détail la structure des cellules. Le défi majeur consiste à obtenir 

des informations en 3D avec une résolution nanométrique sans affecter la viabilité des 

cellules et en évitant toute interférence avec le processus. 

La thèse présente le développement d'un microscope à conductance ionique à 

balayage (SICM) résolu dans le temps, de la conception au prototype, capable de résoudre 

des processus biologiques spatiotemporels avec une résolution et une vitesse d'imagerie 

sans précédent. En intégrant les avancées en nanopositionnement, en théorie du contrôle, 

en microélectronique et en fabrication de nanopores, le système SICM résolu dans le temps 

a permis d'obtenir une résolution inférieure à 5 nm, de réaliser une imagerie à haute vitesse 

de 0.5 s par pixel et de permettre de grands volumes d'imagerie. De plus, la stabilité du 

système a permis de réaliser une imagerie en direct de cellules pendant 48 heures sans 

perturbations. Nous avons appliqué le SICM résolu dans le temps à des processus 

dynamiques sur les membranes cellulaires, notamment: l'évolution structurale des plis 

dorsaux circulaires (CDR), éclairant leurs mécanismes de formation; les changements 

morphologiques dans les cellules de mélanome humain lors du traitement par un 

médicament connu pour réduire la résistance à l'immunothérapie; et les mécanismes 

d'infection bactérienne-hôte dans la membrane cellulaire humaine. 

De plus, nous avons combiné le SICM résolu dans le temps avec la microscopie de 

fluctuation optique de fluorescence à super-résolution (SOFI). En optimisant l'approche 

computationnelle de la SOFI et les propriétés des fluorophores, nous avons pu obtenir une 

imagerie 3D corrélationnelle à haute vitesse avec des effets phototoxiques atténués. Les 

capacités complémentaires du SICM résolu dans le temps et de la SOFI ont fourni des 

informations complètes sur la morphologie de la membrane cellulaire et l'architecture des 

protéines du cytosquelette, offrant une résolution en dessous de la limite de diffraction 

optique sur les cellules vivantes. Cette méthode combinée présente des perspectives 

prometteuses en tant qu'outil courant pour l'étude des processus membranaires. 

En plus de l'imagerie, le SICM résolu dans le temps a été adapté avec succès pour 

la spectroscopie de molécule unique en utilisant des nanopores, créant ainsi une nouvelle 

technique appelée spectroscopie de conductance ionique à balayage (SICS). Le SICS a 

surmonté les limitations de la technologie des nanopores en contrôlant la position des 

nanopores et la vitesse de translocation des molécules individuelles. La capacité de 

contrôler la vitesse et de réaliser des lectures multiples de la même molécule a entraîné une 

augmentation de deux ordres de grandeur du rapport signal sur bruit par rapport à la 

translocation libre conventionnelle. Dans nos expériences avec des nanopores en verre, 



  
 

nous avons détecté l'absence d'un seul nucléotide d'une longue chaîne d'ADN double brin, 

avec une précision de 3,4 angströms. De plus, nous avons utilisé le SICS pour identifier 

avec succès et analyser des caractéristiques topologiques complexes au sein de structures 

d'ADN, telles que les complexes d'ADN-dCas9, les épingle à cheveux, les règles 

moléculaires et les lacunes d'ADN double brin. L'augmentation de la capacité de détection 

avec le SICS a le potentiel d'être transférable à d'autres méthodes de nanopores à l'état 

solide et biologiques, améliorant ainsi considérablement les applications de diagnostic et 

de séquençage. 

 

Mots-clés: Microscopie à conductance ionique balayante, microscopie optique de super-

résolution, imagerie en direct des cellules, dynamique des biomembranes, cellules de 

mélanome, infection bactérienne, nanopores, détection de molécules uniques, systèmes 

d'ADN. 
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Chapter 1 
 

Introduction  

1.1. Spatiotemporal scales in live cell imaging  

Life involves intricate processes, from protein interactions to cell systems that lead to 

the formation of tissues and organs (Figure 1.1). Live-cell imaging is vital to understand 

the molecular mechanisms that govern those complex cellular processes, such as cell 

communication, cell motility, differentiation, and membrane trafficking1–4. Most of our 

knowledge in cell biology derives from utilizing microscopy technologies, yet the methods 

currently available to biologists present many technical challenges to observing those 

processes at the nanoscale5. 

 

Figure 1.1. The Spatiotemporal range of relevant biological phenomena that occur over 
the nanometer to centimeter spatial scale and over timescales ranging from milliseconds 
to days. Reproduced from 6.  

Optical fluorescence microscopy technology comprises a plethora of modalities that 

enable observing biological processes in living samples across different spatial scales and 

speeds (Figure 1.1)6–12. Optical microscopy remains the gold standard for high-speed live 

cell imaging, offering the ability to acquire data typically at speeds up to 200 frames/s over 

a wide field (Figure 1.2a). However, the light diffraction limit restricts the resolution to 

hundreds of nanometers, around 500 nm and 200 nm, in the axial and lateral directions, 

respectively. Super-resolution (SR) microscopy, such as localization microscopy, allows 

imaging beyond the diffraction limit13, but the dose of photons required to perform 

fluorescence imaging causes cell damage and interferes with the processes14,15. Moreover, 

in SR normally spatial resolution comes at the cost of long acquisition time, typically in the 

range of minutes per frame, and the axial resolution required to resolve processes on the 

cell membrane is still limited to tens of nanometers. In addition, fluorescence microscopy 

requires prior knowledge of the molecule being tracked, modifying that molecule and cells 



2 
 

with fluorescent tags. Furthermore, it tracks the position of fluorescent probes instead of 

the target molecules, which may produce artifacts.  

 

Figure 1.2. The spatiotemporal scale of several microscopy modalities across biological 
processes. a) Typical fluorescence microscopy methods used in living samples over 
indicated spatiotemporal scales with approximated resolution range. Reproduced from 6. 
b) Scanning probe microscopy methods. The frame acquisition rate in Hertz indicates the 
typical image acquisition rates. Colors in a and b denote the invasiveness of the method for 
live cells.  

Scanning probe microscopy (SPM), such as atomic force microscopy (AFM)16 and 

scanning ion conductance microscopy (SICM)17, are label-free microscopy modalities that 

perform imaging with resolution in the nanometer range (Figure 1.2b). AFM is the only 

microscopy that allows live cell imaging with sub-nanometer resolution but is detrimental 

to live cells due to the mechanical contact of the probe with the soft membrane surface18. 

Alternatively, SICM is a true non-contact SPM ideal for live cell imaging19. However, the 

spatial and temporal resolution is lower than in AFM, hindering its use to study many 

biological processes, which is vital to resolve nanoscale structures and track them in time 

(Figure 1.1). 

The major challenge in biological imaging is to obtain 3D information at nanometer 

resolution without affecting the viability of the cells and avoiding interference with the 

involved processes under study. Thus, the invention and advancement of microscopy 

methods that can image cells and tissues at high spatiotemporal resolution without 

interfering with cellular functions are vital to progress our knowledge. The thesis aims to 

develop a non-invasive microscope based on SICM that can image biological processes 

across different spatial and temporal scales, from cell systems such as neural networks to 

single molecules such as DNA (Figure 1.3). Moreover, the thesis aims to combine SICM 
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with SR fluorescence for complementary imaging information about molecular activity 

(Figure 1.3v). Ultimately, the thesis aims to use SICM to detect single molecules such as 

DNA structures (Figure 1.3vii).  

 

Figure 1.3. The spatiotemporal scale of time-resolved SICM across several biological 
processes. 
 
 

1.2.  Scanning probe microscopy (SPM) 

Scanning probe microscopy (SPM) is a type of microscopy that uses a physical probe 

to generate topography images of surfaces16,20,21. SPM was first established with the 

invention of scanning tunneling microscopy (STM) by Gerd Binnig and Heinrich Rohrer 

at IBM Zurich in 1981, winning the Nobel prize in 198620,21. The STM principle consists 

of a current originating from the quantum tunneling effect of electrons when a potential 

between is applied between a conductive probe and a conductive sample separated by a few 

angstroms. An exquisite resolution is possible as the tunneling current increases 

exponentially when the probe-sample distance decreases. STM is a non-contact SPM 

modality that uses tunneling current as a feedback signal to generate topography images. 

Nevertheless, it relies on conductive surfaces, making it unsuitable for applications to 

biological samples (which are insulators to some degree). 

To image non-conductive samples and envisioning biological applications, atomic 

force microscopy (AFM) was invented by Binnig, Calvin Quate, and Christoph Gerber in 

198616. The AFM principle comprises a contact force between a microcantilever and a 
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surface, measured by the deflection of the cantilever in contact with the sample through the 

change in the angle of the cantilever end related to the surface. Usually, the deflection angle 

is measured with a four-quadrant photodiode that converts photons of a reflected laser beam 

into electric current, later converted into voltage to be operated by the scanning controller. 

The contact force, dependent on the cantilever tip-surface distance, can be approximated 

by Hook’s law as 

                                         �(�) =  −���,                                                             (1.1) 

where �� is the spring constant of the cantilever in N/m, and � is the cantilever deflection 

of the cantilever when interacting with the surface.  

The principle of SPM lies in the physical or chemical interaction between the probe 

and the surface, and the measured interaction is always a convolution of the sample 

affecting the probe and the probe affecting the sample. Thus, in SPM, the image generated 

is a reconstruction of the object from the complex probe-surface interaction while 

performing raster scanning (Figure 1.4a). In SPM, the image is formed through a controller 

that keeps a constant probe-surface interaction (setpoint), while the change in topography 

generates a change in the measured signal to which the controller needs to react in real-

time during raster scanning. In the case of STM and AFM, a proportional–integral–

derivative (PID) controller is often used to keep the constant interaction (setpoint) and 

generate the image  (Figure 1.4b and c), while in SICM is a trigger system (Figure 1.4d). 

Therefore, implementing a controller that can detect and track the setpoint accurately for 

high-speed raster scanning and link the XY coordinates where the probe is at a given time 

to a measured quantity at a given time are key challenges in SPM to generate accurate 

topography images of a sample. 
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Figure 1.4. Principle of scanning probe microscopy (SPM). a) Basic components of a SPM 

setup based on raster scanning imaging. b) Principle of scanning tunneling microscopy 

(STM) that uses a conductive tip as a probe, usually made of tungsten22 or platinum iridium 

(PtIr), and the corresponding interaction curve (tunneling current versus probe-surface 

distance).  e) Principle of AFM that uses a microcantilever as a probe, usually made of 

silicon or silicon nitride (Si3N4), and the corresponding interaction curve (force versus 

probe-surface distance). d) Principle of scanning ion conductance microcopy (SICM) that 

uses a borosilicate or quartz nanopore23 as a probe (ion current versus probe-surface 

distance). 

 

1.3.    SPM instrumentation 

In a SPM system, the probe-sample interaction is transduced into an electrical signal 

(Figure 1.3a-i). This signal is compared to the desired interaction setpoint (Figure 1.3a-ii) 

by the controller (Figure 1.3a-iii), moving the probe’s position relative to the surface 

(Figure 1.3a-iv) to keep the interaction setpoint constant. The sample is then moved in XY 

(Figure 1.3a-v) while the probe detects the topographical changes while keeping constant 

interaction. To generate a topography image, the Z position (Z signal generated to keep the 

setpoint constant) of the probe at a given time is synchronized and linked to the raster 

scanning XY coordinates. Therefore, the critical components of an SPM microscope are 

the physical probe characteristics, probe-sample interaction transduction, the probe 

mechanical-actuator characteristics, and the scanning controller. 

The physical probe depends on the type of application and corresponding SPM 

modality. For instance, STM uses a conductive probe to measure the tunneling current 

between the probe and a conductive surface (Figure 1.4b)20,21. On the other hand, AFM 
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uses a microcantilever that measures the tip-sample interaction forces (Figure 1.4c)16. 

SICM uses ion currents through a nanopore in an electrolyte solution to probe surfaces 

(Figure 1.4d). The type of probe and SPM modality can provide a topography map of the 

surface and other physical quantities, such as surface charge density (SICM)24 or 

mechanical proprieties of materials (AFM)25. However, the interpretation of the real 

topography and physical quantities measured is extremely difficult because the image 

generated is a convolution between the probe-sample interactions that are affected by the 

physicochemical heterogeneity of the surfaces being imaged with SPM. 

The probe-sample interaction is transduced into an electrical signal to be compared with 

the desired setpoint by the controller. Depending on the interaction being measured, the 

input noise and bandwidth of the conversion to a readable electrical signal critically impact 

the image resolution and speed of the scanning26,27.  

The characteristics of the mechanical actuator that move the probe position are critical 

for controlled probe motion during scanning. In many SPM applications, the mechanical 

actuator consists of piezoelectric elements and mechanical elements such as flexures28–32. 

The challenge in performing high-speed imaging is that when the probe is moved fast, the 

resonances of the mechanical elements can be excited leading to the uncontrolled motion 

of the probe. Additionally, during actuation, the mass of the components creates an inertia 

leading to a delay in the actuator response.  

The scanning controller and imaging modes are similar among SPM modalities, 

adapted to different implementations for the used transduced signal. STM is often 

performed with a “constant current mode” to keep the tunneling current constant while 

tracking the surface, yielding high-resolution images of conductive surfaces33. AFM often 

utilizes an “intermittent contact mode” to keep a constant oscillation amplitude of the 

cantilever deflection while tracking the surface34. “Intermittent contact mode” is critical to 

image soft biological samples in AFM as it applies lower tip-sample forces 35–37. These 

modes are implemented with PID controllers that have a delay response limiting the speed 

of the imaging.  

The challenge in SPM systems is tracking the probe-surface interaction setpoint 

accurately while scanning the sample at fast speeds, and minimizing artifact effects from 

mutual probe-sample interferences. Optimizing all these elements individually and 

integrating them together is fundamental to improving the image resolution and acquisition 

speed in any SPM modality.  
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1.4.    Live cell imaging with AFM 

Among SPM techniques, AFM is a microscopy that yields sub-nanometer resolution 

and is capable of scanning living cells in solution. With the development of high-speed 

AFM, it has become possible to study temporal changes in biological samples and 

processes that occur in short temporal ranges. Thus, AFM has been extensively used to 

study membrane processes in prokaryotes and eukaryotes. Examples of AFM applications 

include Dufrene et al used AFM to characterize the surface ultrastructure and molecular 

interactions of living fungal spores at the nanometer scale38. Alsteens et al used AFM to 

probe the localization and interactions of chemical and biological sites on living cells at 

high speed and high resolution39. Schneider et al. recorded plasma membrane structures 

involved in exocytosis in pancreatic cells40. Dupres et al measured the specific binding 

forces of individual adhesins, mapping their distribution on the surface of living bacteria41. 

Andre et al. imaged the architecture and assembly of peptidoglycan in Gram-positive 

bacteria42. Fantner et al. imaged the action of the antimicrobial peptide on Escherichia coli 

cells43. Eskandarian et al. and Hannebelle et al. studied bacteria cell division with long 

time-lapse AFM imaging44,45. Odermatt et al. combined super-resolution fluorescence with 

AFM to track mammalian cell dynamics46. Recently, Penedo et al. created a 

nanoendoscopy-AFM method that enabled the visualization of nanodynamics of the 

eukaryotic membrane inner scaffold47. Many applications also included mechanical 

properties studies using the force the AFM cantilever applied to deform the cells25,48–54. 

Other AFM applications on live cells included modifying the cantilever with a microfluidic 

system (FluidAFM) by Zambelli et al. for several biological studies55–57.  

Although AFM has enabled breakthrough studies in cell membrane, the forces applied 

by the cantilever tip deform the fragile cell structures (Figure 1.5a), and interfere with cell 

viability (Figure 1.5b). Thus, soft and suspended structures such as microvilli are 

challenging to resolve18. In addition, while visualization of bacterial growth and division 

for several days has been possible with AFM, maintaining such long imaging times on 

sensitive eukaryotic cells such as neurons is challenging due to the complexity and time 

variance of the tip-sample force interaction. Being able to image continuously at the 

nanoscale over long periods (days) without affecting the cell’s viability is still one of the 

main challenges in live cell microscopy.  



8 
 

Figure 1.5. Cell membrane structures resolved by SICM. a) Composition of the cell 
membrane, comprising soft features. Reproduced from58. b) Cells sensitive to a different 
range of pressure. c) AFM deforms suspended features on the cell membrane such as 
microvilli. d) SICM can resolve soft structures and microvilli. Reproduced from18.  

In summary, AFM is an SPM modality that uses the interaction forces between the 

mechanical cantilever probe and the sample’s surface, to image dynamic biological 

processes (See equation 1.1). However, the mechanical contact between the AFM probe 

creates artifacts, and interacts with the cell structures affecting them (Figure 1.5c). 

Therefore, an alternative non-contact SPM modality, SICM, has emerged as the ideal tool 

for live cell imaging in mammalian and human cells. SICM is a non-contact method that 

uses an ionic current to image biological samples without mechanical interference (Figure 

1.5d).  
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1.5.    Scanning ion conductance microscopy (SICM) 
 

 SICM principle  

Scanning ion conductance microscopy (SICM) was invented by Hansma, Drake, 

Marti, Gould and Prater in 198917 and further developed by Korchev et al. to image live 

cells59. The principle of SICM is based on an ion current induced through an electrolyte-

filled nanopipette (Figure 1.6a), when a voltage is applied between one electrode inside the 

pipette and another in batch solution (Figure 1.6b). The current decreases when the pipette 

pore approaches the surface as the flow of ions through the pore is reduced, thus providing 

a measure of the pipette-sample distance (Figure 1.6c).  

Figure 1.6. Principle of a scanning ion conductance microscope (SICM). a) SICM probe: 
TEM image showing the nanocapillary geometry at the tip60. b) An ion current is generated 
through a glass nanopore by applying a voltage between two electrodes. Isat is the current 
when the pipette is far from the surface. c) The corresponding electric circuit and the 
current-distance curve when the pipette moves towards the surface. d) Topography image 
(3D image of the surface) of a cortical neuron. Reproduced from19. 

The electrical pipette resistance opposing the flow of the ionic current through the 

electrolyte is divided into three regions61,62,63: The pipette resistance from the pipette tip 

base to the tip opening ��; the distance-dependent access resistance between the pipette tip 

and the sample surface ��; and resistance from the tip region to the bath electrode �� that 

can be neglected as it is much smaller than �� (Figure 1.6c, top panel). 

 The constant resistance �� depends on the geometry of the pipette and the 

conductivity of the electrolyte solution. It can be calculated analytically when modeling the 

pipette as a hollow cone64: 

                                            �� =
�

�

�

�����
≈  

�

�

�

��� ���(�)
,                                                 (1.2) 

where � is the conductivity of the electrolyte, �� is the inner radius of the tip pore, �� is the 

inner radius of the pipette base, and � is the cone angle of the pipette wall with the vertical 

axis (usually around 3°), and ℎ is the pipette height to base. The quantity ��/ℎ can be 
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approximated by tan( �), considering that the length of the conical part of the pipette is 

much larger than the tip. 

The variable access resistance �� that depends on the distance between the tip and 

the sample (�) and the �/�� ratio, was estimated by Johannes Rheinlaender and 

Tilman  Schaeffer with FEM analysis61. For a given range of �/�� ratio the �� was estimated 

as: 

                                     ��(�/�� ≤ 0.2) ≈
�

�

�� (
��

��
� )

���
;                                                     (1.3) 

                               ��(�/�� ≥ 0.2) ≈
�

����
�1 + 0.2 �

��

�
�

�.�
�.                                         (1.4) 

where �� is the outer radius of the tip opening (typically 2��). Therefore, the ion current-

distance relationship can be observed in the form of an approach curve (Figure 1.6c, bottom 

panel) given by Ohm’s law as: 

                                                 �����(�) ≈
�����

�����
,                                                        (1.5) 

where ����� is the voltage applied between the two electrodes. The ion current is transduced 

into an electric signal used by the controller to detect the surface and create a topographical 

map of cell structures (Figure 1.6d).  

 

 SICM resolution   

The axial resolution of SICM depends on the pore geometry, and is mainly limited 

by the electrical noise in the measurement of the ionic current through the glass nanopore65. 

In the low-frequency regime below 100 Hz, noise power spectral density is dominated by 

flicker noise arising from fluctuations in the ionic conductance through the pore66. In 

frequencies ranging from 100 to 10,000 Hz, noise is influenced by sources of white noise 

in the pore or measurement electronics67. At higher frequencies above 10,000 Hz the 

dominant noise source is the amplifier’s voltage noise and the total capacitance at the 

input68. In this regime, the root-mean-square value of the current noise ����  is given by 

                                        ����(�) = �2� √3⁄ ��� �⁄ ����,                                            (1.6) 

with � corresponding to the measurement bandwidth, ��  is the intrinsic voltage noise 

density (V/√��) of the input amplifier, and �� represents the total input capacitance that 

includes the capacitance of the pipette (usually ~10pF), the parasitic capacitance of the 

wiring, and the input capacitance of the current amplifier68–70. 

 The axial resolution in hopping mode imaging, which is the most used mode in 

SICM cell measurements, can be estimated by considering the minimal detectable current 
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drop in the current-distance curve19. This is highly affected by the signal-to-noise ratio 

(SNR) given by �����/���� and for 100 nm pore diameter pipettes has been estimated to be 

in the sub-10 nm range, while 30 nm pore diameter pipette have achieved sub-5 nm 

resolution65. On the other hand, the lateral resolution of SICM depends mainly on the pore 

geometry and was estimated by Johannes Rheinlaender and Tilman Schaeffer through 

simulations and experimental reports. They showed that the limit of lateral resolution in 

SICM is about three times the pore inner radius61,71.  

SICM resolution enables the study of structures in the sub-100 nm range, such as 

microvilli, and proteins and supported lipid bilayers in the sub-5 nm range72–74. However, 

compared to AFM, which uses a stiff probe, SICM uses a fragile glass nanopore probe that 

easily breaks and clogs in the physiological medium, hampering the use of small pores to 

achieve higher resolution. In addition, small pores mean the probe will interact with the 

surface at shorter ranges and are more prone to break. In addition, in live cell imaging, we 

aim to resolve structures that are located over a large axial range (usually above 10 μm in 

eukaryotic cells), causing small nanopipettes to break easily when they encounter a large 

cell edge, which is frequently encountered when scanning mammalian cells. Thus, the 

way the probe is actuated and the scanning mode implemented in a SICM system is critical 

to resolve structures in live cells accurately over long periods. 

 

 SICM scanning modes  

The SICM was invented in Hansma’s lab, a group dedicated to designing and building 

AFM systems. Therefore, the first imaging modes were implemented with an adapted AFM 

controller that used the current as the feedback signal to control the probe position and 

image surfaces17.  

In constant current mode (DC mode), the probe moves laterally while maintaining a 

predefined setpoint. This setpoint is used as a feedback signal to control the vertical position 

of the probe while tracking the surface contour. The topography is generated by measuring 

the relative movement of the piezo actuator that holds the pipette while keeping a constant 

current (Figure 1.7a). While this mode enables high-speed imaging on flat surfaces, it 

struggles to counter large slopes leading to pipette breakage. Moreover, it does not account 

for current drifts during imaging that leads to tip-surface distance variations and can cause 

artifacts17,75.   

In alternating current mode (AC mode), the pipette moves laterally while oscillating the 

pipette vertically in the 100–10,000 Hz range at a fixed amplitude75–77. The amplitude of 

the alternating current signal is used as feedback to control the z-position of the probe while 

tracking the surface contour (Figure 1.7b). Other variations of the AC mode use bias or 
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phase modulation instead78,79. Although the AC mode is less affected by current drifts, it 

still struggles with steep slopes characteristic of eukaryotic cells76,77,80. 

Figure 1.7. SICM scanning modes. a) Constant current scanning mode. b) Alternating 

current scanning mode. c) Hopping scanning mode. d) Modified Hopping mode to increase 

imaging speed. 

Envisioning a SICM system that can perform stable live cell imaging, the 

backstep/hopping mode was pioneered and developed by the groups of Dietzel, Happel, 

and Yuri Korshev19,81,82. In hopping mode, the pipette is moved vertically from a safe 

distance, usually a couple of micrometers. When the pipette is lowered towards the surface, 

it detects a change in a current from the interaction with the surface. At a defined current 

setpoint (Usually 99% of the normalized current far from the surface), the controller 

triggers the pipette retraction, and the z-position at the setpoint is recorded. This is the ideal 

mode for live cell imaging as it can overcome large cell edges leading to stable 

measurements (Figure 1.7c). However, the time required to move up and down large 

distances, makes hopping mode extremely slow. Therefore, several approaches and 

modifications to the hopping mode scanning were developed, such as retracting a defined 

distance (fixed amplitude) instead of retraction to the initial position (Figure 1.7d). 

As the hopping mode is a slow imaging process, several modifications have been made 

to reduce imaging acquisition time. For example, Happel et al. implemented a pre-scan 

method to adjust the hopping retract distance according to the sample topography, reducing 

hopping time per pixel in flat regions83. Following the same principle, Novak et al. 

implemented a pre-scan that imaged different regions at different resolutions depending on 

surface roughness. Cell regions were scanned in high resolution, while flat regions were 

scanned with low resolution to reduce the scanning time84. Other approaches avoid pre-

scanning, such as the TSFM mode by Zhuang et al. which adjusts the hopping retract 

amplitude based on information from the previous line (maximum surface amplitude)85. 

Takahashi et al. implemented a scanning algorithm to adapt the hopping retract amplitude 

when the probe encounters steeper slopes, also reducing the hop/pixel time in flat regions86. 

Ultimately, the hopping mode proved capable of resolving temporally biological processes 

and has become the most common mode for live cell imaging in SICM.   
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1.5.4. Live cell imaging and applications with SICM 

Due to the non-contact nature of probe-surface interaction with SICM and the creation 

of stable imaging modes that can resolve spatiotemporally cellular processes, the 

application of SICM for live cell imaging has remarkably increased and diversified over 

the last decade. Several biological processes have been imaged since the first demonstration 

of live cell imaging using SICM by Korchev et al.59. Novak et al. observed networks of 

hippocampal neurons and mechanosensory stereocilia cochlear hair cells19. Takahashi et al. 

imaged the dendritic spine and synaptic boutons, cargo transport, synapse formation, and 

rearrangement of the cytoskeleton at the growth cone in hippocampal neurons87. Zhang et 

al. observed the morphology of amyloid fibrils and studied the nucleation and growth 

mechanisms behind amyloid self-assembly88. Ushiki et al. observed collagen fibrils89. Zhou 

et al. resolved primary cilia90.  Nakajima et al. imaged trachea and renal glomerulus91. 

Gorelik et al. used SICM to observe changes in cell area correlated with microvilli density 

in kidney epithelial cells72. Simeonov et al. imaged cardiomyocyte contractions by 

combining scanning ion conductance microscopy with a microelectrode array92. 

Remarkably, Shevchuk et al. imaged proteins in membranes of living cells using high-

resolution SICM73. Many other investigations were conducted using SICM for live cell 

imaging93.  

SICM imaging extends beyond topography, enabling mechanical properties and surface 

charge characterization. Sanchez et al. and Pellegrino et al. devised a SICM method to 

measure surface mechanical properties by applying a hydrostatic pressure94,95. 

Rheinlaender and Schäffer further developed this method to apply a constant pressure 

during hopping mode, generating multiparametric topography and young modulus maps at 

high resolution96. To avoid using an external pressure system, Clarke et al. showed that 

SICM could measure mechanical properties by indenting a cell at low stress using the 

intrinsic interaction forces between the glass nanopipette and the cell membrane97. These 

pioneering works showed that SICM could measure the mechanical properties of soft cell 

membranes without direct contact force, in contrast to AFM, which often deteriorates the 

soft cell structures. Several cell types and biological studies were conducted using SICM 

for mechanical mappings, such as fibroblasts96, blood platelets98,99, cardiomyocytes100, 

cancer cells101, and β-amyloid aggregate formation102.  

Regarding surface charge mapping with SICM, Sa and Baker studied the electrical 

double layer (EDL) interaction between the nanocapillary tip and the surface, influencing 

the ion current through the pore103. Unwin and coworkers demonstrated the application of 

SICM to create surface charge maps on polymer surfaces104. Baker and coworkers devised 

a method based on a differential approach to ion current rectification (ICR), measuring 

surface charge in silane-functionalized PDMS microdomains24. In biomembrane 

microdomains, Dong and coworkers showed surface charge measurements on supported 

lipid bilayers74,105. Page et al. and Perry et al. showed surface charge measurements on 
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eukaryotic cells106,107. Cremin et al. measured surface charge in prokaryotic cells to 

differentiate Gram-negative Escherichia coli and the Gram-positive Bacillus subtilis 108.  

SICM can also be combined with other sensing methods for applications on live cells. 

Actis et al. developed SICM nanocapillaries with integrated carbon nanoelectrodes for 

intracellular electrochemical recordings in single cells109. Takahashi and coworkers 

combined SICM with scanning electrochemical microscopy (SECM) on live cells to record 

topography and electrochemical responses of enzymes simultaneously110. Baker and 

coworkers, in the same year as Unwin and coworkers, showed that SICM could be used to 

measure pH111,112. Korchev and coworkers recently demonstrated the application of SICM 

to generate maps of measured extracellular pH in living cells113.  

 SICM provides a unique topographical, mechanical, and chemical characterization of 

live cells, yet, improving the spatiotemporal resolution of SICM would unlock more 

detailed studies of intricate biological processes such as cancer invasion and host cell 

infection. However, the requirements to perform high-speed imaging on live cells create 

constraints on the SICM design and performance. Addressing these constraints was the 

primary motivation in my thesis (See Chapters 2 and 3), followed by the combination of 

SICM with super-resolution fluorescence (Chapters 4 and 5) and the development of a 

new method for single-molecule detection using SICM (Chapters 6 and 7).  
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1.6.    Thesis structure 
 

According to EPFL regulations defined by the doctoral commission (CDoct) decision, this 
thesis is structured in Article format accordingly to  CDoct 109 (November 2015). Thus, 
the thesis main body consists of the compilation of the three main articles published during 
my doctoral studies as first author, followed by a conclusion and future directions. An 
Introduction-Chapter is given before each Article-Chapter, providing context for the 
challenges addressed in the thesis. 

 

 

Figure 1.8. Summary of thesis projects and main achievements. a) Development of a time-
resolved SICM setup. b) Applications to cellular processes. c) Correlative super-resolution 
fluoresce microscopy with SICM. d) Single-molecule spectroscopy with a novel method 
dubbed scanning ion conductance spectroscopy (SICS).  

 Chapter 2 introduces advances and challenges in high-speed SICM, followed by 

the development of the time-resolved SICM and its application to cellular 

processes, shown in Article-Chapter 3 (Figures 1.8a and b),  

 Chapter 4 introduces correlative SICM and fluorescence imaging, followed by 

integrating super-resolution fluorescent microscopy into the time-resolved SICM 

system in Article-Chapter 5 (Figure 1.8c).  

 Chapter 6 introduces challenges in single-molecule detection with nanopores, 

followed by developing the new SICS method for single-molecule spectroscopy in 

Article-Chapter 7 (Figure 1.8d).  
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 Chapter 8 summarizes the main findings and contributions of the thesis, followed 

by future directions. 

 Chapter 9 lists individual contributions to published and under review research 
articles during the thesis work. 
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Chapter 2 
 

Advances in High-Speed SICM 

2.1. Introduction to advances in high-speed SICM 

The time resolution of conventional SICM imaging with hopping mode is slow, 

taking minutes to hours for image acquisition in living cells. This drawback hampers SICM 

applications to study dynamic processes that require high temporal resolution, such as 

endocytosis114, viral infection115, and morphodynamics116. The limiting factor is the 

overshoot time at the trigger setpoint (Figure 2.8a), leading to an overshoot distance that 

breaks the pipette in contact with the sample. The overshoot time arises from the resonances 

and the inertial mass of the moving components that constitute the mechanical actuator, the 

limited power output of the piezo amplifier, the pipette capacitance, and the detection 

bandwidth of the current signal with the transimpedance amplifier117.  

 

Figure 2.1. High-speed SICM elements. a) Time sequence of the probe z-position (upper 
plot) and the ion current (lower plot) during an approach curve in the hopping mode. When 
the setpoint is detected (�����) the controller inverts the slope of the z-piezo drive signal 

(dashed black line) to retract the nanopipette as fast as possible. However, the probe 
continues approaching for a certain time (�����) due to the finite response time of the z-
piezo and signal delay, generating an overshoot time (����������� = ����� − �����)117. b) 

and c) Illustration of a mechanical design for high-speed SICM with high-resonance 
characteristics117,118. d) Flexure design allowing for mechanical amplification in SICM119. 
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e) Schematic of a damping controller to compensate resonances of the nanocapillary 
actuator118.  

Many initial high-speed SICM methodologies were based on reducing the number 

of hops per area or the hopping retract distance to save imaging time (Described in SICM 

imaging modes, chapter 1.5.3), rather than improving the hopping velocity. To improve the 

approach and retract velocity that determines the hopping rate and ultimately the image 

acquisition speed, researchers have addressed several limitations in SICM hopping 

actuation to reduce the ����������� (Figure 2.1). These methods are based on increasing the 

resonance frequency and response of the nanocapillary actuator, and reducing the inertia at 

the trigger setpoint.  

Shevchuk et al. developed a high-speed SICM setup consisting of a large-range 

piezo actuator (with low-resonance) for hopping actuation, combined with a small-range 

piezo (150 kHz resonance) to retract the nanocapillary probe with a reduced overshoot at 

the trigger, avoiding probe collision114,120. This method enabled an image acquisition time 

of 7 s per frame to track clathrin-mediated endocytosis, a process that occurs within 20 – 

40 seconds. Other approaches, such as the ARS mode by Jung et al. used a closed-loop 

system to decelerate the pipette near the surface, also reducing the overshoot time121. 

However, those SICM systems were built with low resonance frequency actuators that can 

originate undesired displacement oscillations for high-speed hopping rates.  

To improve the resonance frequency in high-speed SICM systems Simeonov et al. 

and  Watanabe et al. developed custom-designed mechanical actuators (Figure 2.1b and 

c)117,118. Such implementations enabled moving the nanocapillary probe at high velocity 

during hopping actuation and retracting the probe with reduced uncontrolled oscillations 

from the resonances. Additional methods for damping control of the resonances have been 

implemented (Figure 2.1d)118. These custom-designed high-speed SICM systems enabled 

acquisition times in the second and sub-second range for the first time, tracking microvilli 

dynamics and lamellipodia117,118. However, designing high-resonance actuators comes at 

the cost of reduced actuation range necessary for cell imaging as they can spread on 

surfaces over 100 μm x 100 μm area and a height above 10 μm.  

To improve the actuation range, Ando’s group developed an actuator design 

enabling mechanical amplification in the XY direction for high-speed AFM and later 

adapted it to high-speed SICM, improving the XYZ range to 34 μm x 34 μm x 6 μm (Figure 

3.1e)31,119. However, these extended imaging volume capabilities are still behind the ideal 

requirements for imaging processes over the full area of a single-cell surface. Moreover, 

these compact high-speed designs are not ideal for cell viability which need to be in a closed 

environment with temperature, humidity, and gas infusion control that interferes with the 

performance of piezo actuators under these conditions. Thus, challenges persist in 

performing reliable time-lapse SICM imaging for an extended time, high-resolution 
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imaging with small nanocapillaries, and single-cell volume imaging with high-speed 

hopping capabilities to resolve processes in the millisecond range.  

 

2.2. Thesis approach to high-speed SICM to study spatiotemporally 
processes in live cells 

Our approach to high-speed SICM is the development of a system that can resolve 

spatiotemporally processes in eukaryotic cells, from sub-second to days, with the highest 

resolution and cell viability possible, and enabling large imaging volumes. The integration 

of all these capabilities in the same system is addressed as follows:    

 Enable cell viability during high-speed measurements. The nanocapillary actuator 

is integrated into a custom-designed mini-incubator, providing optimal cell culture 

conditions with temperature, gas infusion, and humidity. The environmental 

chamber is insulated through a silicon membrane to minimize interference with the 

probe actuator. This approach does not affect the hopping rate performance (Up to 

2.5 kHz) and allows keeping cell viability for long time-lapse imaging (48h), tested 

in several eukaryotic cell lines (kidney, melanoma, cervical cancer, and 

neuroblastoma cells) and Bacteria cells (Escherichia coli and Mycobacteria 

smagmatis).  

 Design a high-resonance probe actuator for high-speed hopping. The Z-axis 

actuator that moves the nanocapillary is decoupled from the XY-axis actuator that 

moves the sample. This design prevents resonances from the sample actuator (lower 

resonance – it moves a Petri dish with a sample in 5 ml medium over a large 100 

μm range) from interfering with the probe z piezo actuator's response. It also keeps 

a lower inertial mass on the probe actuator to lower the overshoot time.  

 Extend the probe actuator range. The probe Z-axis actuator is designed with a 

flexure configuration that enables mechanical amplification by a factor of 2.2. This 

design extends the range in the axial direction to 22 μm while keeping a high-

frequency resonance of 13 kHz. The extended range enables a total imaging volume 

of 100 μm x 100 μm x 23 μm in XYZ, which meets the requirements for imaging 

the full area of a single-cell surface. 

 Reduce the piezo-drive delay at the trigger setpoint. The system uses a custom-

made high-current piezo amplifier with high bandwidth122. In this SICM 

integration, the piezo amplifier converts the low-voltage input from the time-

resolved SICM controller in FPGA (-10 to 10 V) to the high-voltage (0 – 140 V) 

used to operate the piezoelectric stack actuator. The conversion delay at the trigger 

with the adaptive hopping waveform is about 1 μs (even with the large capacitance 

of the prize actuator), thus reducing the overshoot time. 
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 Improve the performance of the overall achievable high-speed rate. An adaptive 

hopping mode controller is implemented in FPGA. While probing the surface, 

applies a variable gain to the probe actuator motion in the function of the measured 

current. The reduced velocity near the surface increases the setpoint detection 

accuracy and yields a faster trigger retraction response. However, the fast retraction 

time originates uncontrolled oscillations from the resonances. To eliminate probe 

motion oscillations, the resonances of the actuator are re-shaped by a data-driven 

controller originally developed for AFM123. In this SICM integration with the 

adaptive hopping mode, the data-driven controller is implemented as a 16th-order 

discrete-time filter that compensates for the resonances of the electromechanical 

actuator. Compared to the conventional hopping mode, the adaptive hopping 

performance shows a five times improvement in the achievable hopping rate while 

tracking the interaction setpoint.  

 Increase the bandwidth of the detected current signal during high-speed hopping. 

The system uses a custom-tailored complementary metal oxide semiconductor 

(CMOS) amplifier with high bandwidth124–126. In this SICM integration, the CMOS-

based TIA is adapted for current-to-voltage conversion with 1 GOhm 

transimpedance gain, input noise of 2.93 fA/√��, and bandwidth up to 600kHz. 

This improvement in the detected current SNR and bandwidth improves current 

setpoint tracking, showing stable hopping rates of 2.5 kHz on live cells. 

 Increase the image resolution while performing high-speed imaging. Small 

nanocapillary probes are fabricated with high SNR, using an electron beam 

procedure that shapes and shrinks the pore to a desired size under 30 nm127.  The 

pore geometries are optimized for wider angles between the pore wall and the 

vertical axis yielding a lower resistance (higher conductance signal and SNR). The 

increased SNR with small pores enables a higher resolution and achievable hopping 

rate. The resolution is tested on supported a supported lipid bilayer (SLB) of 6 nm 

height, showing an estimated axial resolution of 3 ± 1 nm with the adaptive hopping 

mode.  

 Ensure current signal stability over long imaging periods and overcome pore 

contamination. Although small nanocapillaries wield high-resolution imaging, 

using them in cell medium is extremely unreliable as they easily clog. Moreover, 

sudden changes in the current signal cause unstable hopping setpoint detection 

leading to breaking the nanocapillary. To overcome those problems, an additional 

trigger system is implemented to retract the pipette from the medium when a shift 

in current is detected with a pre-defined amplitude. Retracting the pore from the 

medium generates capillaries forces that successfully remove the contamination. 

After, the scanning is resumed ensuring a long-lasting and stable imaging 

performance. 
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 Demonstrate time-resolved SICM performance for long time-lapse imaging. 

Spatiotemporal resolution of biological processes is tested for long imaging periods, 

up to 48 hours.  For example, tracking formation and dynamics of circular dorsal 

ruffles (CDR) structures, that are mediated by actin filaments (ranging from 3.5 nm 

to 100 nm) 

 Demonstrate time-resolved SICM performance for large imaging volumes. Single-

cells and cell networks processes are imaged over 100 μm x 100 μm and 80 μm x 

80 μm areas. For example, the morphology of transformed melanoma cells.  

 Demonstrate time-resolved SICM performance for high-speed imaging with 

adaptive hopping mode. After single-cell scanning, we focus the imaging area on 

small-cell regions to track specific processes. For example, tracking the formation 

of clathrin-mediated endocytosis at 500 ms/frame in a 3.6 μm x 3.6 μm area. These 

fast frame times show that high-speed SICM on cells is getting close to the 

performance of high-speed AFM on biomolecules (31 – 147 ms on Myosin V for 

example35,128) 

 Demonstrate time-resolved SICM application to study processes in cancer cells. We 

conduct imaging experiments to observe the impact of an immunoresistance 

suppressor molecule on melanoma cells. Morphological changes in melanoma cells 

are characterized with SICM after induced differentiation with forskolin, added to 

the medium. Importantly, we show that our integrated perfusion system into the 

mini-incubator does not affect the high-speed hopping performance while releasing 

the drugs diluted in the medium.  

 Demonstrate time-resolved SICM application to study processes of bacteria 

infection. We image host-cell infection processes on human cells by E. Coli. We 

follow infection processes of adhesion, proliferation, and membrane engulfment 

that are related to the geometrical shape of individual bacteria. Importantly, we 

show the compatibility of the time-resolved SICM system to fluorescence 

microscopy, imaging fluorescently labeled HeLa cell membrane (host infected 

cells) and Escherichia coli (pathogen) cytosol while performing SICM.  

 Multidimensional visualization of SICM data, to highlight topographical features 

on cell membranes during biological processes. We have a pipeline to display SICM 

and SICM/Fluorescence images in 3D. The pipeline uses an edge detention process 

from the slope between pixels that is overlaid with a topography colormap and 

displayed with 3D render software.  
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Figure 2.2. Time-resolved SICM for multiparametric measurements of live cells. 60 μm 
range: 256 x 256 pixels. Left) Topography image of a live melanoma cell. Right) Young 
modulus map projected on the topography. The young modulus was calculated for each 
pixel from the slope of the current-distance curve between 99% and 98% of the baseline 
current with a method developed by Rheinlaender et al.96 . The intrinsic force applied by 
the nanocapillary was estimated from a calibration method developed by Kolmogorov et 
al.129.   

 Demonstrate that time-resolved SICM is a modular platform that can be adapted 

and combined with other measurements. The time-resolved SICM controller 

implemented in FPGA is modular and versatile, therefore enabling the easy 

integration of multiparametric SICM modes. The image below shows live cell 

imaging with combined topography and mechanical mapping on a melanoma cell 

(Figure 2.2). Time-resolved SICM is a platform for live cell topography imaging, 

and it was created to be potentially combined with other measurements, such as 

mechanical properties, surface charge density, pH sensing, and SECM. 

 

The development of the time-resolved SICM, including biological applications, is 

described in the following Article-Chapter 3. 
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Chapter 3 
 

Time-Resolved Scanning Ion Conductance Microscopy for 
Three-Dimensional Tracking of Nanoscale Cell Surface 
Dynamics 
 

This is a verbatim copy of an article published in ACS Nano, 2021.  

https://pubs.acs.org/doi/10.1021/acsnano.1c05202 
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Author contribution: I conceived the idea with Prof. Georg Fantner and Barney Drake. I 

developed the time-resolved SICM instrument with Barney Drake, who designed and built 

microscope mechanical parts. I developed an adaptive hopping mode in the open-source 

AFM controller created by Dr. Adrien Nievergelt and Charlene Brillard. I created a pipeline 

for 3D data visualization from SICM topography and SICM/fluorescence with Dr. Vytautas 

Navikas. I characterized and integrated a high-bandwidth CMOS transimpedance amplifier 

designed by Dr. Denis Djekic and Prof. Jen Anders. I developed and characterized 

nanocappilaries with small pores diameter and high SNR with protocols developed by Dr. 

Vytautas Navikas and Prof. Aleksandra Radenovic originally for nanopores single-

molecule detection. I did the mechanical and electrical characterization of the different 

elements of the system and built electronic interfaces, integrating all the components that 

constitute the time-resolved SICM system. After, I tested the system performance for high-

speed hopping, long time-lapse imaging, and several biological applications. I designed 

experiments and prepared samples in collaboration with molecular biologists (Dr. Katarina 

Pinjusic and Prof. Daniel Constam) and microbiologists (Dr. Xavier Pierrat and Prof. 

Alexander Persat). I analyzed data, made figures, and wrote the original manuscript. 

 

 



24 
 

3.1. Abstract 

Nanocharacterization plays a vital role in understanding the complex nanoscale 

organization of cells and organelles. Understanding cellular function requires high-

resolution information about how cellular structures evolve over time. A number of 

techniques exist to resolve static nanoscale structure of cells in great detail (super-

resolution optical microscopy, EM, AFM). However, time-resolved imaging techniques 

tend to either have lower resolution, are limited to small areas, or cause damage to the cells 

thereby preventing long-term time-lapse studies. Scanning probe microscopy methods such 

as atomic force microscopy (AFM) combine high-resolution imaging with the ability to 

image living cells in physiological conditions. The mechanical contact between the tip and 

the sample, however, deforms the cell surface, disturbs the native state, and prohibits long-

term time-lapse imaging.  Here, we develop a scanning ion conductance microscope 

(SICM) for high-speed and long-term nanoscale imaging of eukaryotic cells. By utilizing 

advances in nanopositioning, nanopore fabrication, microelectronics, and controls 

engineering we developed a microscopy method that can resolve spatiotemporally diverse 

three-dimensional (3D) processes on the cell membrane at sub-5nm axial resolution. We 

tracked dynamic changes in live cell morphology with nanometer details and temporal 

ranges of sub-second to days, imaging diverse processes ranging from endocytosis, 

micropinocytosis, and mitosis, to bacterial infection and cell differentiation in cancer cells.  

This technique enables a detailed look at membrane events and may offer insights into cell-

cell interactions for infection, immunology, and cancer research. 

 

3.2. Introduction 

Visualizing dynamic structural changes in live eukaryotic cells at the nanoscale is 

essential to understand the mechanisms by which cellular components fulfill their function 

in key cellular processes. The time frame of those processes ranges from seconds/minutes 

for events such as endocytosis, to hours/days for cell differentiation. To study long-term 

biological mechanisms, light-based time-lapse microscopy (TLM) methods have been 

implemented, capturing a sequence of images at regular intervals130,131. Among the plethora 

of TLM techniques on eukaryotic cells, phase-contrast, differential interference contrast, 

and fluorescence microscopy are the most relevant. Visualizing morphological changes in 

the cell membrane, however, is challenging as they involve dynamic nanostructures with 

dimensions below the diffraction limit of light132,133. Super-resolution microscopy methods 

have become invaluable in studying live cells134. Yet, due to the axial resolution, 

photobleaching, and phototoxic effects it remains challenging to resolve the membrane 

surface of a living cell using light-based TLM techniques. In particular, determining the 

exact boundary of the cell membrane is often impossible at the nanometer scale135. Atomic 

force microscopy offers excellent axial resolution and can be used to image live cells. 
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However, the forces applied by the cantilever tip deform the cell, thereby revealing the 

cytoskeleton, rather than the native shape of the cell membrane136. In addition, the tip-

sample forces deform soft structures such as microvilli, making them difficult to resolve18. 

Maintaining long imaging times with AFM on mammalian cells is technologically very 

difficult due to the complexity and time variance of the tip-sample force interaction. This 

drastically decreases the viability of cells, in particular those of mammalian origin. High-

speed AFM imaging is limited to relatively small imaging ranges, and the need for small 

AFM cantilevers limits the height of the samples that can be imaged. The ultimate method 

for single-cell biology would combine the high-resolution 3D information of scanning 

probe microscopy, with the imaging range, the long-time time-lapse capability, and the 

high temporal resolution of optical microscopy.   

Scanning Ion Conductance Microscopy (SICM)17 has been shown to be particularly well 

suited for imaging soft samples18,19,59. By measuring the distance-dependent current 

through a nanopipette, SICM yields high-resolution images of fragile membrane features, 

without touching the cell. Together with the high axial resolution from scanning probes, 

the label-free characteristic of SICM is a crucial benefit over other optical methods such as 

super-resolution microscopies. Possibly the most notable evolution in SICM was the 

development of backstep/hopping mode by Happel82 and the seminal work by Novak and 

Korchev19, making SICM an ideal starting point for long time-lapse imaging of mammalian 

cells. However, hopping mode SICM is traditionally a rather slow technique with 

acquisition times in the order of tens of minutes per image, which prevents the study of fast 

dynamic events.  

Here we develop a high-performance SICM system for high-speed and long time-lapse 

imaging by implementing recent advances in nanopositioning122, nanopore fabrication127, 

microelectronics126, and controls engineering123. In order to demonstrate the capabilities of 

our system, we selected a diverse set of three-dimensional biological processes as test cases.  

 

3.3. Results 
 

 Time-resolved SICM setup 

The imaging speed in SICM is largely determined by the hopping rate19 and pipette 

velocity at which the pipette approaches the surface and retracts when the drop in ion 

current reaches a certain set point threshold (Figure 3.1a in red). Usually, a set point below 

2% of the baseline current is used to avoid pipette/sample crashing. The hopping rate is 

limited by the speed at which the piezo scanner can retract the pipette without leading to 

excessive overshoot. Once the current drop reaches the set point, the SICM controller tries 

to retract the pipette as fast as possible. This motion creates an inertia that excites the 

resonance frequency of the piezo actuator. The larger the pipette velocity is at the time the 

current reaches the set point, the stronger is this parasitic excitation of the scanner 
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resonances. The resonances are also excited stronger the closer the hopping rate is to the 

resonance frequency of the piezo actuator. To overcome the second issue, previous efforts 

have been made in designing SICM scanners with high resonance frequencies which 

unfortunately goes at the expense of the Z-range117,118. Imaging of Eukaryotic cells, 

however, requires piezo actuators with long-range (>10-20 μm). This traditionally leads to 

a tradeoff between resonance frequency and range of the actuator. In addition to using a 

custom high-bandwidth, large-range actuator (Figure 3.1b,c,d and Figure S3.1,2), we 

overcame this tradeoff in our instrument on the one hand by adaptively slowing down the 

pipette velocity already before it reaches the trigger setpoint137. We use an adaptive gain 

applied to the piezo motion as a function of the current interaction curve (Figure S3.2a,b). 

In addition, the motion dynamics of the actuator are re-shaped by a data-driven 

controller123, implemented in a 16th-order discrete-time filter that compensates for the 

resonances of the electromechanical actuators (Figure S3.2c-e and Supplementary Note 

3.1). The adaptive hopping mode and the data-driven controller increased the achievable 

hopping rate by a factor of 5 (Figure 3.1c,d). 

 

 

Figure 3.1. Time-resolved SICM principle and implementation. (a) Illustration of the SICM 
principle. (b) Schematic rendering of a cross-section of the time-resolved SICM system 
based on a high-bandwidth large-range SICM actuator (1), integrated into a miniature 
incubator (2). Nanopipettes are fabricated through laser pulling (50nm radius); and 
successively shrunk through SEM radiation to sub-10 nm pore radius, SEM images (3). 
Scale bars, 50 nm. (c) SICM interaction curve (top), and actuator motion dynamics 
(bottom) with conventional hopping mode in blue and with the time-resolved SICM 
implementation (adaptive hopping mode and data-driven controller) in red. 1 kHz hopping 
rate (1.25 mm s-1 approach velocity), 1 μm hopping height and 98% set point. (d) Actuator 
hopping rate performance with the conventional hopping mode (blue), adaptive hopping 
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mode (green), and adaptive hopping mode together with data-driven controller (red). 1 μm 
hopping height and 99% set point. (e) Die micrograph of custom TIA composed of a low-
noise operational amplifier and a pseudo-resistor in its feedback. The pseudo-resistor 
consists of N series-connected pMOS transistor pairs with specific biasing to achieve a 
large and precise resistance value. (f) Transimpedance measurements of the 1st stage TIA 
(blue) and the overall transimpedance using the subsequent amplifier stage for bandwidth 
extension (red).  

 

Another essential aspect for fast and accurate feedback response is the bandwidth 

of the low noise current to voltage conversion. Rosenstein et al. have demonstrated that 

increased performance in nanopore sensing platforms is obtainable by integrating custom 

tailored complementary metal oxide semiconductor (CMOS) amplifiers68. We developed a 

custom, bandwidth-extended transimpedance amplifier (BE-TIA), which 

was manufactured in a 180-nm CMOS silicon-on-insulator technology for decreased 

parasitic well capacitances and leakage currents. It has a  subsequent discrete amplifier 

stage to further increase the overall bandwidth126. The TIA’s feedback resistor is set to a 

very large value of 1 GΩ to achieve low noise and is composed of a multi-element pseudo-

resistor (Figure 3.1e), i.e., a large number of series-connected small-sized p-channel MOS 

transistors of W/L = 1500/800 nm with inherent linearization and a specific biasing circuit 

that facilitates a precise and tunable high-value resistance (Figure 3.1e, Figure S3.4 and 

Supplementary Note 3.2). The subsequent amplifier increases the overall bandwidth from 

10 kHz to 600 kHz (Figure 3.1f). The BE-TIA multiplied the achievable hopping rate in 

our time-resolved SICM by a factor of 8 (Figure S3.5). 

 

 Live cell imaging with time-resolved SICM  

Maintaining cell viability during long-term time-lapse imaging requires accurate 

control of temperature, humidity and CO2 levels in the sample area, without adversely 

affecting the SICM performance. We integrated our time-resolved SICM with a custom 

miniature incubator (Figure 3.2a and Figure S3.6), which ensured cell viability for well 

over 48h (Figure 3.2b). Figure  3.2c shows a 28 hours continuous time-lapse imaging 

sequence of kidney cells revealing highly dynamic protrusions on the apical cell surface 

such as lamellipodia (“LP” in Figure 3c-1,2), and ruffles (“R” in Figure 3.2c-1,3), which 

play a major role in cell motility (Figure S3.7). Furthermore, we observed filopodia, which 

are finger-like protrusions that cells use for probing the environment (“FL” in Figure 3.2c-

1, and Figure S3.7). We also identified stress fibers that have an essential role in cell 

adhesion, migration, and mechanotransduction (“SF” in Figure 3.2c-1,3). Additionally, we 

observed cell-to-cell contacts that play a fundamental role in cell-communication and the 

development of multicellular organisms (“CC” in Figure 3.2c-1,2,4,5, and Figure S3.7). 

Figures 3.2d-4,5, and Figure S3.8 reveal how the interfaces of two cells fuse in syncytium. 

Of particular interest is the appearance and disappearance of circular dorsal ruffles 
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(“CDR1” and “CDR2” in Figure 3.2c-5 to 10, and Figure S3.9 and 3.10). Being able to 

observe the dynamics of these diverse structures within one long experiment lets us 

correlate the seemingly independent structures and investigate possible interdependencies.  

 

 

Figure 3.2. Time-resolved allows long-term 3D visualization of the eukaryotic cell 
membrane and the tracking of dynamic structures at nanometer resolution. (a) High-
performance pipette z-actuator (1) is integrated into a miniature incubator (2). (b) 
Demonstration of cell viability and proliferation over 48 hours in our time-resolved SICM 
system, with controlled atmosphere ON vs OFF.  (c) 28 hours time-lapse scanning of live 
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kidney cells (COS-7) in DMEM-Hi glucose medium. Scale bar, 20 μm. Several membrane 
structures can be visualized: ruffles (R), lamellipodia (LP), filopodia (FL), cell-cell 
contacts (CC), stress fibers (SF), and CDR. (d) 24 hours time-lapse scanning of live kidney 
cells tracking the formation of a CDR structure. Scale bar, 5 μm. (e) 3D view of the CDR 
with the Initiation spot in panels 1-2, and maximum expansion in panels 3-5. Scale bar, 2 
μm. (f) Height-profile of the CDR ring (red arrow in F). (g) Height-profile of a nearby SF 
protruding the cell surface (blue arrow in F). (h) Plot of CDR and SF max-height, showing 
a strong correlation during the expansion period (2-4); (i) Plot of CDR ring diameter and 
surface area; over 130 frames. 
 

 Tracking dynamic processes on cell membranes  

Circular dorsal ruffles (CDR) are elusive dynamic structures, likely related to cell 

migration, macropinocytosis, and internalization of membrane receptors138. These 

important roles are receiving increasing attention in the scientific community due to their 

involvement in cancer progression and the facilitation of the pathogen infection139. While 

most studies report that CDRs appear in cells stimulated with mitogenic and/or motogenic 

factors, our long time-lapse measurements on kidney cells show that these transient 

structures can appear in optimal culture conditions without external stimulation (Figure 

3.2c-6 to 10, and Figure 3.2d). With time-resolved SICM we tracked a CDR that appeared 

at 17h00min of scanning with the maximum expansion of the wave reached at 18h10min 

(Figure 3.2d,e). Recently, Bernitt et al have modeled the appearance of CDRs and 

associated them with actin polymerization140 using confocal microscopy. Our time-

resolved SICM data corroborate their findings, adding three-dimensional details of the 

process at sub-100 nm lateral and sub-10 nm axial resolution.  Figure 3.2e clearly shows 

the proximity of the ring-shaped actin mediated wave (CDR) (Figure 3.2f) to stress fibers 

(SF) (Figure 3.2g). The polymerization of the stress fibers extrudes the cell membrane and 

correlates with the formation of the CDR ring (Figure 3.2h, i). After expansion, these fibers 

gradually fade from the surface topography whilst CDR decreases in height and diameter, 

suggesting their interdependence. 

 

 High-speed imaging with time-resolved SICM  

Many of the processes on the level of whole cells occur at a time scale of minutes 

or hours and can therefore be tracked easily with time-lapse SICM. Sub-cellular events 

such as endocytosis or infection, however, often occur much faster. Increasing the imaging 

speed of SICM has thus far been at the expense of imaging volume117,118 to only 7’000µm3. 

This makes studying natural processes on live cells impractical. Our technique combines 

the ability to address large imaging volumes up to 220’000µm3 at moderately fast speeds 

with high-speed SICM imaging of small details on live cells (Figure 3.3a and Figure S3.11-

13). The small-scale, high-speed data can thus be put in the context of the overall cell 

morphology and growth patterns. Figure 3.3a shows a large area 80 × 80 µm overview scan 
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of a kidney cell. Subsequent zooming-in increased the temporal resolution to frame periods 

of 0.5 s/image at hopping rates of 2.5 kHz. We tracked protrusions at the cell periphery and 

on top of the cell membrane (Figure 3.3a, b, c). Figure 3.2d,e show endocytic pit formation 

on live kidney cells. We also observed endocytosis on modified melanoma cells (SKMEL) 

that co-express clathrin-RFP and dynamin-GFP (Figure 3.3f). Figure 3.3g depicts larger 

area scans (3 µm field of view) with higher resolution (100 × 100 pixels) on the cell 

membrane to identify endocytic pits, and to extract dynamic key parameters such as pit 

depth and pit area and plot them as a function of time (Figure 3.3h). Another endocytic 

event imaged at 0.5 s/image, but a smaller size scale and lower number of pixels is shown 

in Figure 3.3i,j. The large dynamic range of the measurements in terms of scan size (500 × 

500 nm to 100 × 100 µm), imaging speed (0.5 s/image to 20 min/image), number of pixels 

per image (1 kilopixel to 1 Megapixel), and a depth of view (22 µm with axial resolution 

below 10 nm) greatly enhances the type of biological questions that can be studied with 

time-resolved SICM. 

 

 

Figure 3.3. Time-resolved SICM allows a large dynamic scan range essential for long-term 
monitoring of cells and high-speed performance to track transient biological events at the 
nanoscale. (a) Large area scanning of a single kidney cell (80 μm: 512×512 pixels). Fast 
image acquisition at 0.5 s/image (2.5 kHz hopping rate) on the cell periphery (1), and on 
top of the cell (2). Arrows point to dynamic ruffles. (b) and (c), Kymogram showing the 
dynamics of ruffles over time (red dashed lines in a, 1 and 2). (d), Fast image acquisition 
of 0.5 s/image of the kidney cell membrane with arrows pointing to several endocytic 
events; with the respective kymogram in e. (f), Fluorescence image of a transformed 
melanoma cell that co-expresses clathrin-RFP and dynamin-GFP. Scale bar, 20 μm. (g) 
Fast image acquisition of a larger area (3 μm: 100×100 pixels) at 10 s/image (1 kHz 
hopping rate) detecting the formation of an endocytic pit (red arrow) within 50 s over 5 
data points. Scale bar, 1 μm. (h) Plot of endocytic pit depth and surface area. 1: growing; 
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and 2: closing. (i) Fast image acquisition at 0.5 s/image of an endocytic pit (red arrow) 
within 50 seconds and 100 data points a 15 nm radius pipette. Scale bar, 500 nm; with the 
respective kymogram in (j). 

 

 Study of morphological changes in cancer cells  

Time-resolved SICM is particularly well suited for biological questions that relate 

either to a change in 3D cell morphology, or where membrane trafficking plays a major 

role. Morphological changes of transformed cells, for example, are essential in cancer 

diagnosis and treatment decision-making141, but are difficult to track over long durations. 

Knowledge about associated events on cell membranes, their dynamics and roles in tumor 

evolution is limited by a lack of tools for long-term imaging. In cultured melanoma cells 

(B16-F1), important morphological changes linked to cell differentiation and motility are 

induced by 3’-5’-cyclic adenosine monophosphate (cAMP) signaling, which is implicated 

in mediating resistance to BRAF inhibitor therapy142, and which can be activated in vitro 

by treatment with the adenylate cyclase (ADCY) agonist forskolin (FSK)143 (Figure S3.14). 

To evaluate the spatiotemporal resolution of time-resolved SICM to reveal cAMP-induced 

changes, we monitored melanoma cell morphology during 48 hours of sustained FSK 

treatment144 (Figure 3.4a). Within this time frame, FSK treatment drastically increased the 

outgrowth and branching of interwoven cell dendrites that were frequently suspended >5 

µm above the substrate (Figure 3.4b, c).  

The high spatial resolution afforded by time-resolved SICM imaging revealed that FSK 

treatment rapidly increased the width of dendrites (Figure 3.4d,e, and Figure S3.15 and 

3.16), and revealed the presence of membrane protrusions already during the earliest time 

points examined (Figure 3.4f, and Figure S3.17). Prolonged FSK treatment resulted in a 

gradual increase in cell surface area with no significant change in cell volume (Figure 3.4g, 

h, and Figure S3.18a, b). Curiously, these changes were accompanied by a rise in cell height 

skewness (Figure S3.18c), decreased cell height (Figure 3.4i and Figure S3.18d), and by a 

long-term decrease in membrane roughness (Figure 3.4j and Figure S3.18e). The roughness 

measured is associated with the presence of membrane protrusions, a feature related to focal 

adhesions that are mediated by rearrangement in actin cytoskeleton145 and increased 

invasiveness in cancer146.  
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Figure 3.4. Time-resolved SICM enables a large dynamic scan range of cells and 
suspended structures, allowing long-term visualization of differentiation and 
morphological changes in melanoma cells. (a) 48 hours time-lapse scanning of melanoma 
cell (B16-F1) differentiation during prolonged treatment with 20 µM forskolin (FSK). Scale 
bar, 10 μm. (b) The long actuation range allows the nanoscale visualization of dendrites 
(branched cytoplasmic protrusions), suspended 5 μm above the substrate (red arrow). 
Scale bar, 10 μm. (c) FSK-induced dendrite outgrowth. Scale bar, 10 μm. (d) Tracking a 
single dendrite before (blue arrow) and after adding FSK (red arrow). Scale bar, 10 μm. 
(e) Height profile of the dendrite over a time sequence with 1 and 2 shown in panel d. (f) 
Visualization of the real-time effect of FSK on the cell membrane with fast image 
acquisition at 10 s/image (1 kHz hopping rate). Scale bar, 1 μm. (g) Visualization of long-
term morphological changes associated with FSK-induced melanoma cells differentiation. 
Scale bar, 20 μm. (h) Surface area and volume percentage change relative to the first frame. 
(i) Maximal height and height skewness. (j) Membrane roughness. Scale bar, 50 minutes. 
The dashed line in red represents the addition of FSK. 

 

 Study of host-pathogen infection mechanisms in human cell 

We also applied time-resolved SICM to investigate the mechanisms of bacterial 

adhesion of mammalian host cells, a first step towards infection by many pathogens. We 

monitored the binding of E.coli to epithelial cells through the display of synthetic adhesins 

(on bacteria) that mimic a pathogenic context. These bacterial cells display anti-GFP 

nanobodies (VHH) and bind to GFP anchored to the plasma membrane of HeLa cells147. 

Interestingly, we observed an increase in the GFP signal around bacteria suggesting a local 

accumulation of the VHH-GFP bonds that represents an increase in the overall affinity of 

the bacterium to the host cell membrane over time (Figure 3.5,a,b,c and Figure S3.19). In 

addition, time-resolved SICM revealed bacteria dividing directly on the host cell 

membrane, proving that the attachment to the mammalian cell does not prevent bacterial 
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proliferation (Figure 3.5d, Figure S3.20). Occasionally, the binding of the bacterium 

tightened to the point it triggered its internalization by the mammalian cell (Figure 3.5e, 

Figure S3.21), as confirmed also by confocal microscopy (Figure S3.22). 

Complementary to fluorescence microscopy, time-resolved SICM reveals the 

precise topography and position of the bacteria relative to the membrane, as well as the 

pathogen-membrane interactions. SICM is label-free and does not suffer from phototoxicity 

and photobleaching that could prevent the long-term visualization of these processes with 

fluorescence microscopy. In contrast to AFM, SICM is a truly non-contact measurement 

that prevents detachment of the settled bacteria or artificially perturbs their weak 

interactions with the host cell body that govern infection. SICM imaging did not prevent 

adhesion and invasion and was able to monitor the infection process over long imaging 

times. Due to the non-contact nature and minimized perturbations, we will be able to 

investigate a broad range of infection mechanisms and internalization processes in the 

future. 

 

 

Figure 3.5. Long-term visualization of infection mechanisms in bacterial adhesion and 
entry into host cells using time-resolved SICM. (a) Correlated three-dimensional 
representation of the live cell membrane surface with SICM. HeLa cells displaying a 
synthetic GFP receptor enabling its direct visualization (GFP, green channel) sequestered 
by its ligand: VHH expressed by E. coli (red channel). Scale bar, 10 μm. (b) E. coli can be 
resolved on top of the host cell body (area 1 marked in a); (c) and on the host cell edge 
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(area 2 marked in a). Scale bar, 4 μm. (d) 3D visualization of bacteria infecting a 
mammalian cell. The red arrow points to a bacterium adhered to the cell, elongating (1-2) 
and dividing (3-5) on the mammalian cell membrane. Scale bar, 4 μm. (e) Live monitoring 
of bacteria engulfment and internalization; the red arrow points to a bacterium adhered to 
the host (1, 2) and being internalized (3-6). Scale bar, 4 μm.  

 

 

3.4. Discussion 

We have demonstrated in this work some of the benefits of time-resolved SICM for 

studying nanoscale processes in cell biology. However, some technological hurdles still 

need to be overcome for time-resolved SICM to become a routine tool in cell biology. One 

key requirement for good quality SICM imaging is a high-quality nanopipette with an 

appropriate aperture diameter for the specific application. While high-speed imaging 

generally benefits from a lower resistance pipette (i.e. a larger opening), high-resolution 

requires a small opening118. The resolution in SICM is determined by the pipette pore 

dimentions80, with a lateral resolution of approximately three times the pore radius71. In 

terms of axial resolution, pipettes with pore dimensions of ~15nm radius have been used to 

resolve features ~5nm height73. Obtaining reproducible and robust capillaries at small and 

precise diameters is still a challenge for many groups starting to use SICM. For SICM to 

reach its full potential, a reliable off-the-shelf source of SICM probes would be beneficial 

(similar to what is available for AFM cantilevers). 

While time-resolved SICM can obtain unprecedented characterization of the cell shape and 

surface characteristics, these aspects often need to be correlated with biochemical 

information and changes to the internal organization of the cells. The combination of SICM 

with high-performance optical microscopy is a very promising area148. The SICM is 

integrated with an inverted optical microscope (Figure S3.23) and can thus be used with 

many of the recently developed super-resolution microscopy techniques149. 

The SICM field has developed rapidly in recent years, with many additional 

measurement capabilities being added, such as sample stiffness97, surface charge74, and 

local pH113. Combining these developments with time-resolved SICM or high-speed SICM 

will provide unprecedented insights into eukaryotic membrane processes with three-

dimensional nanometer detail. 
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3.5. Methods 
 

 Cell lines and cell culture 

In this study, we used monkey kidney fibroblast-like cells COS-7, SKMEL human 

melanoma cells, B16-F1 mouse melanoma cells (ATCC), and HeLa ovarian cancer cells. 

COS-7 and SKMEL cells,  modified to co-express dynamin-GFP and clathrin-RFP150 were 

cultured in DMEM high glucose without phenol red medium (Gibco, Thermo Fisher 

Scientific), containing 10% of fetal bovine serum (Gibco, Thermo Fisher Scientific), 1% 

penicillin-streptomycin (Gibco, Thermo Fisher Scientific) and 4 mM L-glutamine (Gibco, 

Thermo Fisher Scientific). B16-F1 mouse melanoma cells were maintained in DMEM 

(Sigma) supplemented with 10% fetal bovine serum, 50 µg/ml gentamicin (Gibco, Thermo 

Fisher Scientific), and 1% GlutaMAX (Gibco, Thermo Fisher Scientific). Cells were 

regularly tested negative for Mycoplasma (SouthernBiotech 13100-01). HeLa cells were 

stably engineered to display a doxycycline-inducible GFP fused to a mouse CD80 

transmembrane domain using standard second-generation lentivector production protocols 

and the plasmids pMD2G (Addgene 12259), pCMVR8.74 (Addgene 22036), and 

pXP340151 [eGFP(N105Y, E185V, Y206F)_mCD80_C-terminal into 

pRRLSIN.cPPT.GFP.WPRE (Addgene 12252)]. Before co-culture experiments, HeLa 

cells were seeded at 50,000 cells/ml on 35 mm glass dishes (Ibidi) in 400 µL Fluorobrite 

supplemented with 10% FBS and 1% Glutamax (Life Technologies). After 4-6 hours of 

attachment, the medium was renewed and supplemented with 500 ng/ml doxycycline 

(HiMedia) for the induction of GFP display, and with 3 µL of Deglycosylation Mix II (New 

England Biolab) to digest the glycocalyx and ease the access of bacteria to the cell 

membrane. E. coli K12 (BW25113), a flagellated (deltaFliCDST) and stably expressing 

mScarlet were retransformed with pDSG339 for tetracycline-inducible VHH anti-GFP 

display152. Stationary precultures of bacteria were diluted 1:3000 and induced overnight 

with 250 ng/ml tetracycline (Sigma) in LB. 

 

 Time-resolved SICM instrumentation 

The time-resolved SICM setup consists of a custom-built pipette Z-actuator integrated into 

a controlled-atmosphere device, critical for cell viability during imaging (Figure S3.6e). 

The temperature is regulated with a temperature controller from THORLABS (TC200), and 

the percentage and flow rate of CO2 gas infusion is regulated with a gas mixer from Life 

Imaging Services (The Brick). While keeping optimal cell culture conditions of 37 °C and 

5 % CO2 for several days, the high-performance Z-actuator configuration achieves a wide 

mechanical displacement amplification of 22 μm scanning range on the cell surface; and 

preserved high-speed SICM performance with the first resonance at above 13 kHz; The Z-

actuator is driven by a custom made low-phase lag piezo controller122, and integrated with 
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a stepper-motor stage for sample approach. The XY-scanner used was a Piezo‐

Nanopositioning stage with 100 µm x-y travel range on the sample (P-733 Piezo 

NanoPositioner, Physik Instrumente), driven by a low‐voltage piezo amplifier (E-500 Piezo 

Controller System, Physik Instrumente). The XY-scanner is assembled in a custom-built 

micro translation stage, mounted atop an inverted Olympus IX71 microscope body. 

Therefore the system offers correlative SICM capabilities with fluorescence microscopy149. 

For fluorescence excitation, we used a four-color (405 nm, 488 nm 561 nm, 647 nm) 

pigtailed Monolithic Laser Combiner (400B, Agilent Technologies), controlled by a 

custom-written LabVIEW software. Images were acquired with a sCMOS camera 

(Photometrics, Prime 95B) and Micromanager software. The nanopipettes used as a probe 

in SICM were made of Borosilicate (Sutter Instrument) and quartz (Hilgenberg GmbH). 

They were fabricated with a CO2 laser puller (Model P-2000, Sutter Instruments) with a 

radius from 60 nm to 20 nm sizes. Afterward, quartz capillaries can be shrunk to a sub-10 

nanometer radius using electron beam irradiation127,153. The pipette current was amplified 

by a transimpedance amplifier NF-SA-605F2 (100MΩ gain, NF corporation) and a 1GΩ 

custom-made TIA (Supplementary Note 2) for high-speed current to voltage conversion126 

(Figure 3.3a,g). A low‐pass filter setting between 10-100 kHz was implemented after the 

pre-amplifier (Stanford SR560). A custom SICM controller (Supplementary Note 1) 

consisting of a data-driven scan engine123,154 and adaptive hopping mode was implemented 

in LabVIEW on a NI USB-7856R OEM R Series (National Instruments, Austin, TX, USA) 

in the framework of a home-built extensible high-performance scanning probe controller.  

 

 Time-resolved SICM measurements  

The time-resolved SICM measurements were performed in the optimal culture conditions 

mentioned above at 37 °C and 5 % CO2, COS-7 and SKMEL cells were seeded at 30,000 

cells/ml in 35 mm glass dishes (Ibidi) for the long time-lapse experiments and 50,000 

cells/ml for the high-speed measurements. For transfected SKMEL cells, the surface was 

coated with poly-D-lysine (Gibco, Thermo Fisher Scientific). Coverslips were washed with 

PBS before seeding the cells in 2 ml of DMEM medium. Prior to the experiments, the cells 

were grown overnight (12-16 h) at 37 °C and 5 % CO2. In experiments using B16-F1 mouse 

melanoma cells, 50,000 cells/ml were seeded in 35 mm glass dishes (Ibidi) in 2ml volume 

of completed culture medium. After overnight culture (13-16 hours), cells were used for 

scanning. Forskolin (10-2073 Focus Biomolecules) was added to the cells through a 

perfusion system integrated with the environmental mini-chamber to a final concentration 

in the cell medium of 20 μM FSK. In the cell infection co-culture measurements, HeLa cell 

supernatant was renewed to 2 ml medium and 200 µL of stationary bacterial culture was 

added for 30 minutes (Figure 3.5a,b,c) and 15 minutes (Figure 3.5d), before co-culture. The 

samples were intensively washed 5 times with PBS. 2 ml of DMEM high glucose without 

phenol red medium (Gibco, Thermo Fisher Scientific) containing 10 % fetal bovine serum 
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(Gibco, Thermo Fisher Scientific) was added prior to imaging. In the long time-lapse 

experiments (Figure 3.5e), stationary bacteria (100 µL) were added to the medium through 

a perfusion system integrated into the environmental mini-chamber after 1 hour of 

scanning. A DC voltage bias in a range of +150 to +300 mV was applied to the pipette. The 

current setpoint used in the hopping actuation was 99 % of the normalized current recorded 

(98 % for high-speed imaging). SICM image sequence in Figure 3.2c was acquired at 200 

Hz hopping rate and 6 μm hopping height, 512 × 256 pixels. Image sequence in Figure 3.2d 

was acquired at 200 Hz hopping rate and 3 μm hopping height, 256 × 128 pixels. Image 

sequence in Figure 3.3a,d,e were acquired at 2.5 kHz hopping rate and 200 nm hopping 

height, 40 × 25 pixels. Image sequence in Figure 3.3g was acquired at 1 kHz hopping rate 

and 500 nm hopping height, 100×100 pixels. Image sequence in Figure 3.4a,b,g were 

acquired at 125 Hz hopping rate and 6μm hopping height, 300 × 200 pixels. Figure 3.4c 

was acquired at 200 Hz hopping rate and 5 μm hopping height, 256 × 256 pixels. Image 

sequence in Figure 3.5 at 125 Hz hopping rate and 5 μm hopping height, 512 × 512 pixels 

(Figure 3.5a,b,c) and 256 × 256 pixels (Figure 3.5d,e). 

 

 Data processing and analysis 

SICM images were further processed using Gwyddion155. Images were corrected for 

scanline mismatch with a median of differences row alignment and line artifacts 

characteristic of SPM were corrected. Afterward, a 2-pixel conservative denoise filter was 

applied. Images were exported with uniform pixels aspect ratios in 16 bit Portable Network 

Graphics format. For better visibility, the topography channel is merged with the slope 

channel to highlight the surface structures in all the data sets shown in panels with a video 

frame. In SICM images with a greyscale color map the background was flattened with a 

subtraction of a median level. To generate the three-dimensional shape of cells we used the 

advanced open-source 3D rendering tool Blender 3D for data visualization. Normalized 

topographical SICM data was imported as a height map and scaled in the axial direction. 

The corresponding SICM colormap was used as a color, projected on the topography. 

Videos were generated in ffmpeg format in Fiji156. 
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3.6. Supporting information 
 

Figure S3.1. Long-range actuator with preserved high bandwidth for wide axial scanning 

range on the cell surface. 

Figure S3.2. Working principle of the time-resolved SICM controller. 

Figure S3.3. Schematics of the time-resolved SICM setup implementation. 

Figure S3.4. Schematic of the implemented multi-element pseudo-resistor (MEPR).  

Figure S3.5. Custom monolithic bandwidth-extended transimpedance amplifier (BE-TIA) 

for high-speed current-to-voltage conversion. 

Figure S3.6. Time-resolved SICM system composed of a high-performance SICM actuator 

integrated into an environmental chamber with temperature and CO2 control. 

Figure S3.7. Time-resolved SICM revealing dynamic protrusions on the apical cell surface. 

Figure S3.8. Time-resolved SICM revealing two cells fusing in syncytium.  

Figure S3.9. Time-resolved SICM revealing the appearance and disappearance of circular 

dorsal ruffles (CDR1). 

Figure S3.10. Time-resolved SICM revealing the appearance and disappearance of two 

circular dorsal ruffles CDR2, CDR3. 

Figure S3.11. High dynamic range of XYZ-actuation with SICM high-speed performance. 

Figure S3.12. High dynamic range of XYZ-actuation with SICM high-speed performance 

and long time-lapse SICM capabilities. 

Figure S3.13. Increased temporal resolution on detected events of interest. 

Figure S3.14. Effect of Forskolin (FSK) on melanoma cells. 

Figure S3.15. Time-resolved SICM imaging sequence showing dendrites outgrowth 

overtime by a melanoma cell treated with FSK. 

Figure S3.16. Topography profiles of dendrites outgrowth on a melanoma cell protrusions 

after the indicated duration of FSK treatment. 

Figure S3.17. Real-time effect of FSK on a melanoma cell membrane with fast SICM image 

acquisition. 

Figure S3.18. Tracking morphological changes on melanoma cell treated with FSK with 

time-resolved SICM. 

Figure S3.19. Fluorescence image of the bacterium affinity (E. coli) to the host mammalian 

cell membrane (HeLa), correlated with SICM topography. 

Figure S3.20. Time-resolved SICM showing a HeLa cell being infected by E. coli  bacteria. 
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Figure S3.21. Time-resolved SICM showing an E. coli being internalized by HeLa cell 

membrane over time. 

Figure S3.22. Fluorescence image of an E. coli internalized by HeLa cell membrane. 

Figure S3.23. Correlative fluorescence and scanning ion conductance microscopy. 

Figure S3.24. Time-resolved SICM setup with an environmental control chamber for live 

cell imaging. 

 

 

 

Figure S3.1. Long-range actuator with preserved high bandwidth for wide axial scanning 
range on the cell surface. (a) 3D rendering of a cross-section of the SICM pipette actuator. 
1 shows the piezoelectric element, 2 shows the titanium flexure, and 3 the silicate 
nanopipette. (b) Finite element simulation of the motion of the actuator configuration 
allowing for a mechanical amplification with high-resonance. (c) Implementation of 
custom-built pipette actuator to perform cell topography imaging. (d) Mechanical 
displacement range of 22.17 μm for 120 V drive voltage (on the left in red). (e) and the 
actuator frequency response curve with the first resonance at 13.5 kHz (on the right in 
blue).  
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Figure S3.2. Working principle of the time-resolved SICM controller. (a) Wiring diagram 
of the controller highlighting the main features: Adaptive hopping mode, a data-driven 
controller, and a pipette contamination watchdog.  (b) The principle of the adaptive 
hopping mode with an illustration showing the relationship between the current over time 
(blue) and piezo motion gain (red). The gain (g1 and g2) is proportional to the change in 
current (di/dt), converging to a minimal gain (g3) until set point is reached, triggering the 
piezo retraction (g4). The baseline is calculated by recording and averaging data over a 
time window size (w) after a time delay (r). (c) The data-driven controller123 is composed 
of four steps: System identification, Definition of controller structure, Definition of 
objectives and constraints, and Solving the optimization problem.  (d) System identification 
of the SICM actuator (Red) and its response after the implementation of the data-driven 
controller (Green). (e) Phase plot showing the system’s response before (Red) and after 
(Green) the data-driven controller implementation.  
 
 
Supplementary Note 3.1: Time-resolved SICM controller implementation. 

The time-resolved SICM controller consists of three main features (Figure S3.2a): Adaptive 

hopping mode, a data-driven controller, and a pipette contamination watchdog. The 

adaptive mode is characterized by an adaptive gain applied to the piezo motion in the 

function of the measured current slope. The model used in the adaptive gain is described as 

g(i) = 1 −
�

��
� ��

����
, where i is the measured current, i� is the baseline current (current when 

the pipette is far from the surface), i� is the current set point, and g��� is the minimum gain 

(Figure S3.2b). The adaptive hopping mode is an adaptation of the closed-loop approach-

retract-scanning (ARS) model137. 

The data-driven controller design consists of four main steps (Figure S3.2c). In the first 

step, a pseudo-random-binary-sequence signal is applied to the input (u(t)) of the piezo-

actuator and the motion is recorded (y(t)). The acquired input-output data is used to 
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construct a non-parametric frequency response (G(e��)) of the piezo-actuator which 

represents its dynamics (c1). Afterward, a structure is defined for the controller based on 

the available resources. Here, a parametric 16th-order discrete-time filter is chosen, K(z) =
�(�) 

�(�) 
=

����� … ������

��� … ������
; where X and Y are the parameters that shape the controller dynamics. 

In order to optimally select these parameters, a set of objectives (f(X, Y)) and constraints 

(g(X, Y)) are defined such that the combined behavior of the system (controller and 

actuator) satisfies our performance expectations. These optimization specifications 

determine the bandwidth of the system while guaranteeing its stability. For this 

configuration, the open-loop of the dynamics (L = GK) is shaped based on a desired 

dynamic response (L�). In this regard, the area between the two frequency responses 

(‖L − L�‖�) is minimized (c2). A convex optimization method is utilized to design the 

controller such that it attenuates the high-amplitude dynamics of the piezo-actuator (Figure 

S3.2d,e). This whole design process is executed once and the selected controller parameters 

are used through the rest of the process to prepare the drive signal of the SICM actuator.    

In addition, nanopipette pore contamination is a frequent event in long-term SICM 

measurements that lead to a decrease in the image quality and often breaks the glass pipette. 

Therefore, in order to perform long-term imaging a current signal monitoring controller 

(Pipette contamination watchdog in Figure S3.2a) triggers upon pipette contamination is 

detected and retracts the pipette from the medium. Capillaries forces successfully remove 

the contamination and the scanning is resumed, ensuring a long-lasting imaging 

performance.  
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Figure S3.3. Schematics of the time-resolved SICM setup implementation. The current 
generated through the pipette nanopore is converted to voltage (BE-TIA) and amplified 
with a transimpedance of 1 GΩ used as input feedback control signal in the SICM 
controller (Time-resolved SICM controller). The response of the system is shaped with 
motion dynamics information from the interferometer (Actuator sensor), such that it 
attenuates the high-amplitude resonances. The piezoelectric actuators (z-scanner) are 
driven by a custom-made high-voltage amplifier122 with very low-phase lag (Low-phase lag 
piezo controller), ensuring a fast piezo-actuation response. 

 

 

Figure S3.4. Schematic of the implemented multi-element pseudo-resistor (MEPR). Iin is 
the TIA current input, Vout is the TIA voltage output, and RREF,ext is the external reference 
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resistor, which sets the MEPR's large resistance value. A, p-channel MOS transistor pairs. 
B, Biasing circuit based on a pseudo current mirror. 

 

 

Supplementary Note 3.2: Multi-element pseudo-resistor (MEPR) implementation. 

The feedback resistor used in the TIA consists of p-channel MOS transistor pairs, which 

are biased in weak inversion and operated in the linear regime (A). Such devices are also 

named as pseudo-resistors due to their resistive behavior for drain-source voltages VDS 

below the thermodynamic voltage UT = kT/q, of which k is the Boltzmann constant, T the 

absolute temperature, and q the elementary charge. To linearize the I/V characteristic, a 

large number of N pseudo-resistor elements are connected in series so that VDS does not 

exceed UT even for the TIA’s maximum output voltage. Since the pseudo-resistors in A are 

operated in weak inversion, they exhibit exponential dependencies on absolute temperature 

and threshold voltage. A specific biasing circuit (B) renders the exponential dependencies 

on absolute parameters to exponential dependencies on the mismatch between those 

parameters of the pseudo-resistors and the biasing circuit’s transistors124. The large number 

of elements further averages the transistor’s mismatch and, hence, the resistance value is 

precise and robust against variations of temperature and process parameters126. 

Furthermore, the biasing circuit facilitates the pseudo-resistors to be floating due to its 

current source, which provides the floating biasing voltage Vbias via the source follower. 

The entire device of Figure S3.4 is referred to as multi-element pseudo-resistor (MEPR)125. 

The MEPR’s resistor value can be tuned using an external reference resistor RREF. A large 

tuning range from 1MΩ to 1GΩ has been reported124. Moreover, it has been shown in  that 

the MEPR features a noise floor similar to the Johnson noise of an equivalent ideal ohmic 

resistor125. To minimize the noise, we have implemented the TIA with its maximum gain 

of 1GΩ. 
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Figure S3.5. Custom monolithic bandwidth-extended transimpedance amplifier (BE-TIA) 
for high-speed current-to-voltage conversion. (a) Printed circuit board and a zoom-in of 
the BE-TIA. (b) Schematic of the TIA (red) and the succeeding pole-zero compensation 
circuit for bandwidth extension (blue). (c) Measured transimpedance vs. frequency of the 
BE-TIA. (d) Integration of the BE-TIA circuit in the SICM setup. (e) To demonstrate the 
performance of the system, we acquired a 60 μm area image of a single mouse cortical 
neuron, fixed in 4% PFA in PBS solution.  The red arrow shows the cell body and the blue 
arrows show the intricate network of neurites. Scale bar, 20 μm. Z scale, 0–8 μm. (f) To 
demonstrate the improvement in frame rate acquisition (512 × 256 pixels) with the 
integrated BE-TIA circuit, we performed SICM imaging of fixed cortical neurons. This 
panel shows no loss in the image quality of the neurites for higher hopping rates. Images 
were acquired at 125 Hz, 250 Hz, 500 Hz, and 1 kHz hopping rate (500 nm hopping height). 
Scale bar, 10 μm. Z scale, 0–2 μm. 
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Figure S3.6. Time-resolved SICM system composed of a high-performance SICM actuator 
integrated into an environmental chamber with temperature and CO2 control. (a) 3D 
rendering of a cross-section of the SICM actuator (1) apart from the miniature incubator 
(2). (b) 3D rendering of a cross-section of the enclosed SICM system (1 and 2 together). 
(c) Without the appropriate culture environment during the scanning, cells tend to undergo 
apoptosis within a few hours. This SICM topography image shows HeLa cells detaching 
from the surface after 6 hours without temperature and CO2 diffusion in cell medium. The 
red arrow shows the cell body rounding and the blue arrow points to retracted adhesions 
where the cells were previously attached. Scale bar, 20 μm. Z scale, 0–12 μm.  (d) Upper 
row: Brightfield microscopy of cell growth under conditions of a controlled atmosphere, 
demonstrating cell viability and proliferation over 48 hours. Bottom row: Cell growth 
without environmental control. 
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Figure S3.7. Time-resolved SICM revealing dynamic protrusions on the apical cell surface. 
Scale bar, 20 μm. Z scale, 0–8.5 μm. The sequence of zoom-in in red (1-5) shows motility 
on the cell periphery, with arrows identifying ruffles (R), lamellipodia (LP), filopodia (FL), 
cell-cell contact (CC), and stress fibers (SF). Scale bar, 10 μm. Z scale, 0–1.2 μm. The 
sequence of zoom-in in blue (1-5) shows the sudden appearance of dynamic ruffles (R) on 
the top of the cell membrane. Scale bar, 10 μm. Z scale, 0–5.2 μm. 

 

 

Figure S3.8. Time-resolved SICM revealing two cells fusing in syncytium. Arrows point to 
the top of two cells moving towards each other, fusing in syncytium. Scale bar, 20 μm. z 
scale, 0–7 μm. 
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Figure S3.9. Time-resolved SICM revealing the appearance and disappearance of circular 
dorsal ruffles (CDR1). Scale bar, 20 μm. Z scale, 0–7 μm. The sequence of zoom-in in red 
(1-5) shows the sudden formation of a CDR. Z scale, 0–5 μm, 0–5 μm, 0–4 μm, 0–5 μm, 0–
3 μm. Three-dimensional view of the sequence on the bottom.  
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Figure S3.10. Time-resolved SICM revealing the appearance and disappearance of two 
circular dorsal ruffles CDR2, CDR3. Scale bar, 20 μm. Z scale, 0–7 μm. The sequence of 
zoom-in in red shows the sudden formation of two CDRs, CDR2 (1-3) and CDR3 (4-5). Z 
scale, -1–4 μm and 0–4 μm for 1-3 and 4-5 respectively. Three-dimensional view of the 
sequence on the bottom.  
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Figure S3.11. High dynamic range of XYZ-actuation with SICM high-speed performance. 
The first image shows the topography of an entire melanoma cell body on an area of 100 
μm width. Acquired at 125 Hz hopping rate and 5μm hopping height, 512 × 256 pixels. Z 
scale, 0-12 μm. Scale bar, 20 μm. 1: Topography image on a smaller area of 50 μm width. 
Acquired at 200 Hz hopping rate and 3 μm hopping height, 512 × 256 pixels. Scale bar, 10 
μm. Z scale, 0-12 μm. 2: Topography image on a smaller area of 20 μm width. Acquired at 
285 Hz hopping rate and 2 μm hopping height, 256 × 128 pixels. Scale bar, 5 μm. Z scale, 
0-10 μm. 3: Topography image on a smaller area of 10 μm width. Acquired at 500 Hz 
hopping rate and 1 μm hopping height, 256 × 128 pixels. Scale bar, 2 μm. Z scale, 0-1.5 
μm. 4: Topography image on a smaller area at 10 s/image. From a sequence of images 
acquired at 1 kHz hopping rate and 800 nm hopping height, 100 × 100 pixels. Scale bar, 1 
μm. Z scale, 0-1.2 μm. For better visualization, images 0-2 were merged with the slope, 
and 3-4 were leveled by a mean plane subtraction.  
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Figure S3.12. High dynamic range of XYZ-actuation with SICM high-speed performance 
and long time-lapse SICM capabilities. (a) The first image shows the topography of kidney 
cells on an area of 80 μm width. Acquired at 200 Hz hopping rate and 3 μm hopping height, 
512 × 256 pixels. Scale bar, 20 μm. Z scale, 0-7.5 μm. 1: Topography image on a smaller 
area of 40 μm width. Acquired at 250 Hz hopping rate and 2.5 μm hopping height, 512 × 
256 pixels. Scale bar, 10 μm. Z scale, 0-7 μm. 2: Topography image on a smaller area of 
20 μm width. Acquired at 285 Hz hopping rate and 2 μm hopping height, 256 × 128 pixels. 
Scale bar, 5 μm. Z scale, 0-4.5 μm. 3: Topography image on a smaller area of 10 μm width. 
Acquired at 500 Hz hopping rate and 1 μm hopping height, 256 × 128 pixels. Scale bar, 
2.5 μm. Z scale, 0-2.5 μm. 4: Topography image on a smaller area. From a sequence of 
images acquired at 670 Hz hopping rate and 800 nm hopping height, 128 × 64 pixels. Scale 
bar, 1 μm. Z scale, 0-2 μm. (b) Zoom-out scanning from a4 followed by a 24 hours time-
lapse sequence. Acquired at 250 Hz hopping rate and 2.5 μm hopping height, 512×256 
pixels. Scale bar, 10 μm. Z scale, 0-7 μm for the frame at 06h 40min 27s and 0-5.5 μm for 
the four frames after 24 hours. 

 
Figure S3.13. Increased temporal resolution on detected events of interest. (a) The first image 
shows the topography of kidney cells on a large area. Acquired at 125 Hz hopping rate and 5 μm 
hopping height, 512 × 256 pixels. Scale bar, 16 μm. Z scale, 0-10 μm. 1: Topography image on a 
smaller area, marked in 0. Acquired at 250 Hz hopping rate and 2 μm hopping height, 256 × 128 
pixels. Scale bar, 4 μm. Z scale, 0-5 μm. (b) By decreasing the scanning area and focusing on 
detected events of interest (area marked in 1), we can increase the temporal resolution. Processes 
such as endocytosis can be visualized on kidney cells (Red arrow). Acquired at 285 Hz hopping 
rate and 2 μm hopping height, 128 × 64 pixels. Scale bar, 2 μm. Z scale, 0-3 μm.   
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Figure S3.14. Effect of Forskolin (FSK) on melanoma cells. 50’000 cells were seeded on a 
glass-bottom petri-dish followed by an attachment period of 6 hours. Then cells were 
treated with 20 µM FSK (Bottom panel) and compared with the control (Top panel). Image 
show cells at 6, 12, 24, and 48 hours after cell seeding imaged with a phase-contrast 
microscope. Scale bar, 200 μm. 
 
 

 

Figure S3.15. Time-resolved SICM imaging sequence showing dendrites outgrowth overtime by a 
melanoma cell treated with FSK. (a) The first image of the sequence before FSK treatment. Scale 
bar, 10 μm. Z scale, 0–9 μm. (b) Several time points of the sequence over 780 minutes showing the 
effect of 20 µM FSK (final concentration in the medium) on a single dendrite (1) before and (2) 
after treatment. c) The last image of the sequence after 780 minutes highlighting morphological 
changes induced by FSK treatment, characterized by an increase in the width of the dendrite. 
Acquired at 125 Hz hopping rate and 6μm hopping height, 300 × 200 pixels. Scale bar, 10 μm. Z 
scale, 0–9 μm.  
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Figure S3.16. Topography profiles of dendrites outgrowth on a melanoma cell protrusions after 
the indicated duration of FSK treatment. Height profile of the dendrite (Figure 3.4e) over a time 
sequence. 1 shows a cell dendrite before treatment and 2 after adding 20 µM FSK.
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Figure S3.17. Real-time effect of FSK on a melanoma cell membrane with fast SICM image 
acquisition. (a) Topography image of a melanoma cell on an area of 100 μm. Acquired at 
125 Hz hopping rate and 5 μm hopping height, 512 × 256 pixels. Scale bar, 20 μm.  Z scale, 
0-11 μm. (b) Topography image of the area 1 marked in a. Acquired at 200 Hz hopping 
rate and 3 μm hopping height, 512 × 256 pixels. Scale bar, 10 μm.  Z scale, 0-9 μm. (c) 
Topography image of the area 2 marked in b. Acquired at 285 Hz hopping rate and 2 μm 
hopping height, 256 × 128 pixels. Scale bar, 5 μm.  Z scale, 0-8 μm. (d) Topography image 
of the area 3 marked in c. Acquired at 500 Hz hopping rate and 1 μm hopping height, 256 
× 128 pixels. Scale bar, 2.5 μm.  Z scale, 0-6 μm. (e) Real-time effect of FSK (+) on the 
melanoma cell membrane of the area 4 marked in d at 10 s/image. From a sequence of 
images acquired at 1 kHz hopping rate and 500 nm hopping height, 100 × 100 pixels. Scale 
bar, 1 μm.  Z scale, -300 to +300 nm. For better visualization and quantification, the images 
were flattened and fixed to median zero, followed by a 2-pixel conservative denoise filter. 
(f) Plot of the surface roughness as a measure to quantify protrusion activity on the cell 
membrane over time after adding 20 µM FSK (red dashed line). (0) Max roughness before 
FSK treatment at the beginning as a baseline. (1) Maximal roughness level after FSK 
treatment. Roughness is defined as the root mean square of height irregularities, computed 
from 2nd central moment of data values. 
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Figure S3.18. Tracking morphological changes on melanoma cell treated with FSK with 
time-resolved SICM. (a) Change in surface area; (b) volume change; (c) max height 
change; (d) Height skewness change; and (e) roughness change. Each parameter was 
measured in 6 different cells. First graph shows measured value in the first three frames of 
scanning (T0), related to the values measured at frames 25-27 of the same cell (T25). Graph 
below shows the change in the measurement over time. Violin plots represent percentage 
of the parameter change at T25 relative to T0. Error bars represent SEM, n=6. *P < 0.05, 
**P < 0.01. Data compared using two-tailed Mann-Whitney test. Scale bar 50 minutes. 
The surface area is computed by triangulation of neighboring pixels and the volume is 
calculated as the integral of the surface height over the covered area. Height skewness is 
computed from the third central moment of data values.   
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Figure S3.19. Fluorescence image of the bacterium affinity (E. coli) to the host mammalian 
cell membrane (HeLa), correlated with SICM topography. (a) cd80 based GFP display in 
HeLa cells for direct visualization of the ligand (GFP) sequestered by VHH-intimin 
expressed by E. coli K12. Scale bar, 10 μm. (b) Visualization of E. coli K12 expressing 
mScarlet in the cytosol. Scale bar, 10 μm. (c) Three-dimensional representation of the live 
cell membrane surface with SICM. Acquired at 125 Hz hopping rate and 5 μm hopping 
height, 512 × 512 pixels.  
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Figure S3.20. Time-resolved SICM showing a HeLa cell being infected by E. coli  bacteria. 
(a) Topography image resolving E. coli dividing on the host HeLa cell membrane on a 
small area of 7.5 μm. Acquired at 250 Hz hopping rate and 2 μm hopping height, 100 × 
100 pixels. Scale bar, 2 μm.  Z scale, 0-3.2 μm. (b) Topography of E. coli on a 15 μm area 
adhering and proliferating on the host cell membrane periphery (1). Red arrows point to 
the bacteria dividing on the membrane. Acquired at 125 Hz hopping rate and 4 μm hopping 
height, 256×256 pixels. Scale bar, 5 μm. Z scale, 0–6 μm.  (c) Topography of E. coli 
adhered on the host cell membrane dendrite (1). Red arrows point to bacteria on the 
membrane and blue arrows point to the dendrite retracting. Acquired at 125 Hz hopping 
rate and 4 μm hopping height, 256×256 pixels. For better visualization, the topography 
channel was merged with the slope channel to enhance the surface edges (2). Scale bar, 5 
μm. Z scale, 0–3 μm.   
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Figure S3.21. Time-resolved SICM showing an E. coli being internalized by HeLa cell 
membrane over time. Arrows point to a bacterium being internalized over 85 minutes. 
Zoom-in cut on an area from the long time-lapse shown in Figure 3.5e. Acquired at 125Hz 
hopping rate and 4 μm hopping height, 256×256 pixels. For better visualization, the 
membrane surface was flattened. Scale bar, 2 μm. Z scale, 0-1.1 μm. 

 

 

Figure S3.22. Fluorescence image of an E. coli internalized by HeLa cell membrane. (a) 
Infected cell showing bacteria adhered on the membrane and locally accumulating GFP 
signal (cd80 based GFP display). Cells were fixed in 4% paraformaldehyde for 20 minutes, 
permeabilized with 0.1% Triton X-100 for 5 minutes, and washed twice with PBS. 
Phalloidin-Atto 655 (Sigma) was used to stain actin at 500 nM for 15 minutes (purple). 
Data collected with a spinning disk confocal microscope and 100x oil immersion objective. 
Scale bar, 10 μm.  (b) Zoom in on an area showing bacteria that were internalized and lost 
the GFP signal (red arrows), potentially due to lysosomal pH. The white arrow shows 
bacteria that were not internalized and kept the GFP signal. Scale bar, 10 μm.    
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Figure S3.23. Correlative fluorescence and scanning ion conductance microscopy. (a) 
Fluorescence image of microtubules. (b) SICM topography image of the cell membrane. 
(c) Correlative fluorescence/topography image of a mammalian cell (COS7). Scale bar, 10 
μm. 
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Figure S3.24. Time-resolved SICM setup with an environmental control chamber for live 
cell imaging. 1) Mini-incubator for environmental control; 2) High-performance Z 
scanner; 3) BE-TIA output; 4) Optical fiber (interferometer); 5) Z scanner drive-voltage; 
6) Stepper motor for axial positioning; 7) XY translation stage; 8) XY scanner. Detailed 
information about the high-performance Z scanner is in Figure S3.2. 
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Chapter 4 
 

Combined Fluorescence Microscopy with SICM 

4.1. Introduction to combined fluorescence microscopy with SICM 

Optical fluorescence microscopy is a powerful tool in cell biology, enabling 

researchers to gain valuable insights into various biomolecular processes occurring within 

cells, such as intracellular transport157, organelle dynamics158, and gene expression159. It 

utilizes fluorescence-labeled molecules that emit photons in response to excitation by a 

light source. The emitted photons from the fluorescent tags are then captured and detected 

by highly sensitive cameras, generating detailed images of the biomolecules. By visualizing 

and analyzing these images, researchers can decipher biomolecules' spatial distribution and 

dynamics within the cellular environment.  

 To study molecular activity involved in cell membrane processes, researchers have 
used SICM in combination with fluorescence microscopy. For example, Korchev and 
coworkers used SICM to study the topography and shape of endocytosis pits over time 
sequences, co-localizing them with the presence of clathrin and caveolae proteins in 
fluorescence160. Novak et al. imaged nanoparticle uptake in lung cells, involving protrusion 
processes imaged by SICM, co-localizing actin with fluorescence microscopy120. Recently, 
Shevchuk and coworkers used SICM and fluorescence to show that the kinetics of virus-
like particle assembly can vary on different plasma membrane domains115. 

Although conventional fluorescence microscopy enables detecting the presence of 

specific proteins in a region of a cell membrane, the diffraction limit of light prevents 

resolving molecular arrangements involved in critical cellular processes, such as 

cytoskeleton rearrangement of actin mesh during viral or bacterial infection (as they can be 

as small as 3.5 nm). The diffraction limit of light was described by Ernst Abbe in 1873. 

Accordingly to Abbe’s principle, the minimum resolvable distance between two points (d) 

is determined by the wavelength of light (λ) and the numerical aperture of the optical 

system (NA) as d=λ/2NA. Therefore, the lateral resolution in a typical fluorescence 

microscopy experiment is limited to 200-300 nm laterally and 500-700 nm axially, 

depending on the wavelength, for the highest oil immersion objectives (~1.4 - 1.5 NA).  

To overcome the light diffraction limit of light, Super-resolution (SR) microscopy 

techniques have been created. SR techniques utilize intricate optical designs, fluorophore 

properties, or computational algorithms to achieve higher resolution and retrieve finer 

subcellular details161. Among SR fluorescence techniques, localization microscopy is a 
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valuable tool for live cell imaging, exploiting the temporal separation of overlapped 

blinking fluorophores signals tagged to the molecule of interest. By activating a small 

fraction of molecules within a field of view, the positions of non-overlapping emitters can 

be computationally estimated with precision beyond the diffraction limit. After image 

reconstruction, the result is a high-resolution image (~10-20 nm lateral resolution) of 

molecular structures, such as microtubule networks (Figure 1.10b)162. 

SR allows the visualization of specific proteins performing their function in relevant 

biological processes with sub-diffraction resolution. To go beyond the diffraction limit of 

light, Happel and coworkers combined SICM with a super-resolution fluorescence (SR) 

modality called stimulated emission depletion (STED)148. This combination of 

SICM/STED was used to visualize cell morphology and tubulin network with a STED 

lateral resolution of 75 nm. However, in this approach limited to fixed cells, phototoxic 

effects prevent the study of many mechanisms occurring in living cells. Moreover, the 2D 

data lacks a spatial relationship to the global cell structure at the nanometer scale. 

 

4.2. Thesis approach to combined SICM with SR fluorescence 

microscopy 

Our approach to combining SICM with SR fluorescence microscopy is to integrate 

a SR method that yields less phototoxic effects and provides 3D information during 

combined imaging. Therefore, we found localization microscopy with the stochastic optical 

fluctuation imaging (SOFI) approach as the ideal method. The computational SOFI method 

and the fluorophores are optimized to perform 3D imaging with mitigated phototoxic effects, 

requiring low laser intensity and acquisition time. While SOFI provides the visualization of the 

cytoskeleton protein architecture, TR-SICM provides structural information about cell membrane 

morphology such as microvilli and filopodia. The integration of the combined system is 

addressed as follows:    

 Custom-made 3D SOFI system for SR imaging with lower phototoxicity. SOFI is a 

computational imaging method that reduces acquisition times and phototoxic 

effects in live cell imaging163. SOFI is applied to samples with high-fluorophore 

density and requires low-illumination power, yielding high-resolution images from 

statistical analysis of spatiotemporal fluctuations in blinking fluorophores. SOFI is 

computed from the spatiotemporal cross-cumulants of a sequence of blinking 

fluorophores in XYZ directions, generating virtual pixels and planes that yield high-

resolution images in all three dimensions164–167. In our combined SICM approach, 

we integrate a custom-made SOFI optimized for live cell imaging through self-

blinking dyes and 3D reconstruction168–171. Moreover, SOFI achieves lateral 

resolution in the same range as SICM ~50 nm170. 
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 SOFI integration into a widefield setup in the SICM system (Figure 4.1a).  The 

custom-made SOFI can be easily implemented on a widefield setup, yielding high-

resolution imaging169. Paired with self-blinking dyes, SOFI does not require high-

intensity laser illumination making it the ideal SR technique to combine with the 

non-invasive SICM for live cell imaging.  

 Demonstration of correlative 3D imaging of cell topography and cytoskeletal 

protein (Figure 4.1b). We implement 3D super-resolution with an image-splitting 

prism to acquire 8 physical planes at the same time168. With this method we can 

generate 22 total planes spaced 116 nm apart after 3rd order SOFI computation, 

giving a 3D volume of 50 µm x 60 µm x 2.45 µm. We show combined SICM 

imaging to correlate several membrane structures with actin and tubulin 

cytoskeletal proteins. For example, to resolve microvilli structures (~200 nm range) 

with SICM and actin filaments with SOFI.  

 Demonstration of live cell imaging with combined SICM and SR microscopy. We 

demonstrate that we can track lamellipodia dynamics with SICM and co-localize 

actin filament dynamics on the cell periphery, up to 1 hour of consecutive imaging. 

The system performs a recording of 300 frame-long stacks of the fluorescence 

signal every 3 minutes, resulting in a combined SICM/SOFI acquisition time of 3 

min/frame. 

 

Figure 4.1. Combined SICM and fluorescence and microscopy. a) SICM setup performs 
topography imaging from the top of the sample, while the fluorescence microscopy 
setup performs imaging through the bottom. b) Combined 3D imaging with SICM and 
SOFI on a kidney cell (COS7). Scale bar, 10 μm. Reproduced from153,172. 

 

The integration of the SOFI method with time-resolved SICM, correlative 

measurements of membrane structures and cytoskeleton proteins, and combined live cell 

imaging is described in the next Article-Chapter 5. 
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Chapter 5 
 

Correlative 3D Microscopy of Single Cells using Super-
Resolution and Scanning Ion-Conductance Microscopy 
 

This is a verbatim copy of an article published in Nature Communication, 2021.  
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5.1. Abstract 

High-resolution live-cell imaging is necessary to study complex biological 

phenomena. Modern fluorescence microscopy methods are increasingly combined with 

complementary, label-free techniques to put the fluorescence information into the cellular 

context. The most common high-resolution imaging approaches used in combination with 

fluorescence imaging are electron microscopy and atomic-force microscopy (AFM), 

originally developed for solid-state material characterization. AFM routinely resolves 

atomic steps, however on soft biological samples, the forces between the tip and the sample 

deform the fragile membrane, thereby distorting the otherwise high axial resolution of the 

technique. Here we present scanning ion-conductance microscopy (SICM) as an alternative 

approach for topographical imaging of soft biological samples, preserving high axial 

resolution on cells. SICM is complemented with live-cell compatible super-resolution 

optical fluctuation imaging (SOFI). To demonstrate the capabilities of our method we show 

correlative 3D cellular maps with SOFI implementation in both 2D and 3D with self-

blinking dyes for two-color high-order SOFI imaging. Finally, we employ correlative 

SICM/SOFI microscopy for visualizing actin dynamics in live COS-7 cells with 

subdiffractional resolution.  

 

5.2. Introduction 

Imaging living cells in vitro is crucial in deciphering the biochemical mechanisms 

underlying complex cellular activity such as cell motility1, differentiation2, membrane 

trafficking3, and cell-to-cell communication4. Our knowledge about the ultra-structure of a 

cell is almost exclusively derived from high-resolution electron microscopy (EM) on fixed 

and sectioned cells. Modern EM techniques can routinely reach sub-nm resolution and even 

provide the atomic structures of macromolecular complexes such as ribosomes173 or lately 

even whole viruses174. The function of the structures is typically inferred from the presence 

of specific molecules of interest by performing targeted expression or immunolabelling, 

followed by fluorescence microscopy techniques thus resulting in correlative light and 

electron microscopy (CLEM)175. Axial information can be obtained from EM images 

through serial sectioning176, however obtaining unperturbed 3D information about the 

shape of the cell membrane remains difficult and low throughput. 

The portfolio of fluorescence imaging techniques has been expanded with multiple 

so-called super-resolution microscopy techniques, that circumvent the traditional 

diffraction limit of optical microscopy177. Many of these techniques trade-off temporal 

resolution for lateral resolution, and often require high light intensities causing light-

induced cell damage in live cells178. An approach named super-resolution optical 

fluctuation imaging (SOFI)163 was developed to mitigate the negative phototoxic effects of 

long-term imaging by increasing acquisition speeds. SOFI relies on stochastic temporal 
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fluctuations of the signal in independently blinking emitters and is less sensitive to varying 

fluorophore density and different blinking conditions, compared to localization microscopy 

approaches179. SOFI was demonstrated as a powerful imaging method which goes well 

beyond the diffraction limit and can be extended for live-cell 3D imaging167 or combined 

with self-blinking dyes170, simplifying the image acquisition pipeline. 

On the other hand, scanning probe microscopy (SPM) can obtain nanometer 

resolution images of the 3D surface of unlabeled living cells in its physiological 

environment180. It has been proven as a versatile tool for biological imaging, and is often 

combined with fluorescence microscopy methods181. The most commonly used SPM 

technique, atomic-force microscopy (AFM), enables the study of the mechanobiology of 

fixed or living cells182, to image biological membranes183 and even track the dynamics of 

molecular assembly processes184. Label-free AFM methods combined with label-specific 

super-resolution fluorescence microscopy tools can provide maps of single-cells in 

unprecedented detail not only in fixed, but also in living samples185,186. AFM relies on the 

direct physical interaction with a sample, which usually deforms sensitive biological 

specimens and causes height artifacts in live-cell imaging187. To perform truly non-contact 

imaging in physiological conditions a scanning modality based on ionic current sensing 

was developed a few decades ago17 and was significantly improved with further 

developments for robust live-cell imaging19. Scanning-ion conductance microscopy 

(SICM) relies on the ionic current flowing through a nanocapillary in electrolyte. The ionic 

current strongly depends on the presence of a surface in the vicinity of the probe tip, hence 

the nanocapillary can be used as a nanoscale proximity sensor, without ever touching the 

sample. The sensing distance where the current drops is dependent on the pipette’s pore 

diameter61. SICM is therefore suitable for sensitive biological systems such as neurons, 

even with high-aspect ratio topographies with the invention of the hopping mode scanning 

modality19.  

The use of combined SICM and stimulated emission depletion microscopy for 

topographical imaging was demonstrated to provide additional information about the 

structure of cytoskeletal components148, but lacked the ability to perform the 

complementary correlative recording on the same setup. Here we present a combined 

SICM-SOFI approach for in-situ, correlative single-cell imaging. 

 

5.3. Results 
 

 Combined SICM/SOFI system 

Our pipeline for a combined SICM/SOFI approach is based on correlative imaging 

with a home-built high-speed SICM setup (Figure 5.1a), operating in hopping mode19, 

combined with a SOFI workflow for either two- or three-dimensional sample imaging. 

SOFI increases the resolution of the widefield microscope by using the statistical 
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information from stochastic intensity fluctuations and calculating the cumulants of the 

intensities between the individual pixels and image planes for resolution improvement in 

2D and 3D respectively166, (Figure 5.1b). The lateral resolution of SICM is approximately 

equal to three times the radius of the pipette61. In this work, we exclusively use 

nanocapillaries with a radius of 40-60 nm, which results in a lateral resolution comparable 

to SOFI. For increased resolution, glass nanocapillaries smaller than 10 nm radius can be 

fabricated127. Such nanocapillaries are however highly susceptible to clogging and are 

therefore not suitable for long-term measurements.  

 

 
 

Figure 5.1. Combined scanning ion conductance microscopy (SICM) and super-resolution 
optical fluctuation imaging (SOFI) for three-dimensional topography-fluorescence 
correlative imaging. (a) Schematic illustration of the SICM-SOFI setup. In SICM, a current 
is generated through a nanopipette and modulated as a function of the z-position. The 
image generated reflects a three-dimensional topographical view of the surface at high 
lateral and axial resolution (top panel). The lateral resolution in SICM ranges from 150 nm 
to 30 nm and the axial resolution in the 10 nm range (Figure S5.1). Since the scanning 
head is mounted on top of the widefield setup, fluorescence imaging can be performed 
simultaneously. (b) Conceptual visualization of the SOFI principle. The recorded image 
stack, containing time traces of independently fluctuating fluorophores is used for analysis. 
A SOFI image is generated by computing cross-cumulants, creating virtual pixels between 
adjacent real pixels. The cross-cumulant computation principle can be applied in the axial 
direction as well if multiple sample planes are simultaneously acquired. For the nth order 
SOFI image, the cumulant PSF volume is raised to nth

 power thus giving the resolution 

improvement of a factor of √�. The inset images of the actin structure at the bottom of the 
(b) panel represent a standard deviation of the image stack (widefield), 2nd and 4th order of 
linearized SOFI images with corresponding lateral resolution values estimated with an 
image decorrelation-analysis algorithm of 420 nm, 194 nm, and 93 nm, respectively. (c) 
Schematics of correlative SICM and two-color 3D SOFI imaging. 
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To get label-specific information about the cytoskeletal structure of the cells, we 

performed SOFI with both traditional and self-blinking fluorescent dyes. Self-blinking dyes 

enable high-order SOFI analysis, that can be applied to various densities of temporally 

fluctuating fluorophores in order to gain spatial resolution and improve optical 

sectioning170. SOFI has the advantage of tolerating higher labelling densities179 compared 

to single-molecule localization microscopy, thus decreasing the acquisition time required 

to the order of 10 s of seconds per SOFI frame188. Subsequently, we correlated SICM data 

with two-color 2D and 3D SOFI images, that provided high-resolution single-cell maps 

showing a distribution of the actin and tubulin cytoskeletal proteins (Figure 5.1c). 

 

 Optimizing 2D resolution of fluorescence imaging with SOFI 

Before combining the two techniques within one instrument, we tested the 2D SOFI 

approach with self-blinking dyes on a dedicated setup (Figure 5.2 a-b). We achieved up to 

72 ± 3 nm resolution for 4th order SOFI images for microtubules labelled with the 

commercially available Abberior FLIP-565 dye and 101 ± 9 nm for actin labelled with 

custom synthesized f-HM-SiR189, compared to a widefield resolution of 437 ± 106 nm and 

480 ± 30 nm (mean ± s.d., N = 8 images for SOFI 2D resolution measurements) 

respectively. Resolution was estimated using an image decorrelation analysis algorithm161, 

which allowed us to estimate the resolution image-wise. The calculated values agreed with 

theoretical values expected from SOFI analysis (Figure S5.2). Low-intensity (275 W/cm2 

of 632 nm, 680 W/cm2 for 561 nm) illumination was used, resulting in minimal bleaching 

and long bleaching lifetimes of 406 ± 168 s for Abberior FLIP-565 and 625 ± 130 s for 

f-HM-SiR (mean ± s.d, N=8 images for SOFI 2D bleaching measurements) (Figure S5.3). 

Labelling density for both dyes was optimized for SOFI imaging, however both datasets 

were also processed with SMLM software190, which revealed that SOFI analysis was 

comparable in terms of resolution to the SMLM approach in low SNR conditions.  

Furthermore, analysis showed artefacts in high-density regions, non-optimal for SMLM 

analysis. The resolution, estimated with an image decorrelation analysis algorithm, was 

found to be 56 nm for tubulin and 98 nm for actin (Figure S5.4). The excellent optical 

sectioning and contrast provided by SOFI allowed to routinely resolve individual actin 

filaments (Figure 5.2a, Figure S5.5). Subsequently, the corresponding cells were imaged in 

a custom SICM using an adaptive hopping mode172. This yielded the topographical map of 

the cell membrane (Figure 5.2c) resolving individual microvilli and filopodia membrane 

structures. Fluorescence and SICM images were registered based on the features from the 

topography map and the SOFI actin channel (Figure 5.2d). Filamentous actin (f-actin) is 

known to be located in the lower part of the cell volume and correlates well with the 

topography of the cell boundary191 in COS-7 cells, that allowed us to simplify the 

registration process (Figure S5.6).   
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Figure 5.2. Correlative 2D SICM-SOFI imaging cytoskeletal components of a fixed COS-
7 cell. (a) Large field of view (100 x 100 μm) 2D SOFI imaging of filamentous actin labeled 
with a phalloidin-f-HM-SiR self-blinking dye conjugate. (b) Subsequently, immunostained 
tubulin labelled with the self-blinking Abberior FLIP-565 dye was imaged. 10 μm x 10 μm 
zoom-ins of the standard deviation of the image stacks (widefield) and 4th order SOFI 
images are shown for (a) and (b) panels. 635 nm flat-fielded laser excitation was used for 
imaging f-HM-SiR and a 561 nm laser line for Abberior FLIP-565. Imaging was performed 
in a 25 % glycerol and PBS mixture at pH = 8. (c) Corresponding topographical SICM 
image of the same cell acquired on a dedicated SICM setup. 1024 x 1024 pixels image (78 
nm pixel size), acquired at a pixel acquisition rate of 200 Hz with a hopping height of 5 μm. 
(d) 3D rendering of a correlative SICM-SOFI overlay. The transparency gradients of 
tubulin and actin channels are shown as a 2D plane, while topographical SICM 
information is used for the height representation in the Blender 3D software. The overlay 
shows that actin is distributed within the boundary of the cell while tubulin displays the 
canonical cytoskeletal structure. 

 

 

 



69 
 

 

 Optimizing 3D resolution of fluorescence imaging with SOFI 

SOFI is not limited in providing the resolution improvement laterally, but it can 

also be used to improve axial resolution and sectioning by using information from multiple 

image planes acquired simultaneously. To demonstrate 3D SOFI’s capability of volumetric 

single cell imaging, we performed two-color 3D SOFI imaging on a dedicated setup for the 

same cytoskeleton components with a multiplane SOFI approach based on an image 

splitting prism167 (Figure 5.3a-b), allowing us to calculate cumulants in 3D. However, the 

trade-off for 3D imaging capability is a reduced signal-to-noise ratio, which makes it 

difficult to perform high-order SOFI analysis, therefore we only show up to 3rd order 3D 

SOFI images of microtubules labelled with the Abberior FLIP-565 dye and actin labelled 

with Alexa-647. (Figure S5.7). The acquired 8 physical planes resulted in 22 total planes 

spaced 116 nm apart after 3rd order SOFI computation, giving a 3D volume of 50 µm x 

60 µm x 2.45 µm with a lateral resolution of 151 ± 34 nm for tubulin structures and 168±34 

nm for Alexa 647 labelled f-actin which was comparable to comparable to the 3rd order 2D 

SOFI results. (Figure S5.2). A single-color 3D SOFI image required as little as 3 min to 

acquire. This facilitates the screening of a large number of 3D cell volumes (Figure S5.8). 

 

 

Figure 5.3. Multi-plane 3D SOFI imaging of cytoskeletal components in a fixed COS-7 cell. 
(a) 3D SOFI imaging of filamentous actin labeled with phalloidin conjugated to Alexa-647 
and tubulin (b) labelled with the Abberior FLIP-565 self-blinking dye. A sample volume of 
2.45 μm x 65 μm x 55 μm was recorded with 8 equally spaced physical planes, resulting in 
22 image planes after 3rd order SOFI processing. Flat-fielded 635 nm and 532 nm laser 
lines were used for the excitation. Alexa-647 dye was imaged in ROXS imaging buffer with 
10 mM MEA, while the Abberior FLIP-565 dye was imaged in a 50% glycerol and PBS 
solution at pH = 7.5. Height is represented in color scales displayed for each channel. (c) 
Co-registered 3D 3rd order SOFI volumes of tubulin and filamentous actin. Co-registration 
was performed based on brightfield microscopy images acquired after recording each 
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fluorescence channel. Semi-transparent line shows the cross-sections displayed in Figure 
5.5a-b. 

 

 Correlative SICM and 3D SOFI imaging of cytoskeletal cell structures 

We then correlated the 3D SOFI information with the 3D SICM images, which have 

an order of magnitude higher axial resolution. The samples were moved to the dedicated 

SICM setup (Figure 5.4a) to resolve microvilli at the surface of the cell (Figure 5.4b-c). 

Finally, we correlated SICM and 3D SOFI information (Figure 5.4d), which resulted in a 

detailed picture of the cell volume showing actin colocalized with microvilli protrusions 

over the whole cell surface (Figure 5.4e).  

 

 

Figure 5.4. Correlative SICM and 3D SOFI imaging of cytoskeletal components in a fixed 
COS-7 cell. (a) Topographical SICM map of a fixed COS-7 cell imaged on a dedicated 
SICM setup after two-color 3D-SOFI acquisition. Corresponding fluorescence images are 
shown in Figure 5.3. The scan resolution is 1024 x 1024 pixels over an 80 μm x 80 μm area 
with a corresponding pixel size of 78 nm. The pixel acquisition rate was 200 Hz with a 
hopping height of 6 μm. Semi-transparent line shows the cross-section area displayed in 
Figure 5.5a-b. (b) Leveled zoom-in of the upper part of the cell by mean plane subtraction, 
showing the topography of microvilli (marked with black arrows) on the surface of the cell. 
(c) Spatial band-passed filtered SICM image to highlight multiple microvilli structures. (d) 
3D rendered correlative SICM and two-color 3D-SOFI overlay. The tubulin and actin 
channels are rendered as volumes consisting of 22 planes, while topographical SICM 
information is used for a height representation in the Blender 3D software.  (e) Correlative 
SOFI and SICM overlay (white arrows correspond to the black arrows in b-c).  

 

We have further interpreted the correlative information and compared the 

topographical maps of multiple cellular structures with two fluorescent channels which we 

acquired. Taking advantage of a multiplane SOFI approach, we compared the SICM 
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topography with volumetric localization of actin (Figure 5.5a) and tubulin (Figure 5.5b) in 

a vertical section, which is marked in Figure 5.3c and Figure 5.4a. Patches of actin are 

distributed in the top and bottom parts of the cell, while tubulin is distributed homogenously 

within the cell volume.  We also measured the correlation values for different cellular 

structures such as filopodia (Figure 5.5c), microvilli (Figure 5.5d) and microtubules (Figure 

5.5e) and calculated Pearson correlation coefficients between the pairs of actin, tubulin and 

SICM topography channels. The physical access to microtubules by SICM was obtained 

by partially removing the top membrane using Triton X-100 detergent during the 

permeabilization step192 (Figure S5.9).  We found high correlations between the 

SICM/actin channels for filopodia and microvilli structures and for SICM/tubulin channels 

(Figure 5.5f) for the chemically unroofed cell.  

 

 

Figure 5.5. Volumetric distribution of cytoskeletal components from correlative SICM-3D-
SOFI images. Vertical cross-sections of actin (a) and tubulin (b) in a fixed COS-7 cell 
marked in Figure 5.3c and Figure 5.4a overlaid with the SICM topography displayed as a 
semi-transparent contour. (c-e) Correlative imaging of different cellular components 
resolved by SICM: filopodia overlaid with fluorescently labeled f-actin from 3D-SOFI (c), 
microvilli overlaid with fluorescently labeled f-actin from 3D-SOFI (d) and microtubules 
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of chemically unroofed COS-7 cells overlaid with fluorescently labeled tubulin from 3D-
SOFI (e). Normalized intensity profiles are displayed below each image. The arrows in 
(c,d,e) are guides for the eye to indicate the locations of cross sections. For overlays only, 
the intensity values of SOFI images were projected on spatially filtered SICM images for a 
better structural representation. (f) Normalized Pearson cross-correlation coefficients of 
normalized height and intensity cross-sections for both SICM topography and fluorescence 
channels. Cross-sections (N = 30) were manually selected (Figure S5.13) from the SICM 
image for each of the features. Correlation coefficients were measured on filipodia 
structures, microvilli structures and microtubules. Significantly higher (p < 0.05, two-sided 
t-test) correlation values were identified for filopodia (SICM)/actin, microvilli 
(SICM)/actin (3D-SOFI) and microtubules (SICM)/tubulin (3D-SOFI). 

 

 Live cell imaging with combined SICM/SOFI  

The establishment of a correlative SOFI/SICM pipeline on different instruments 

paved the way for a combined instrument. For correlative live-cell imaging, we combined 

the prototype SICM instrument with a 2D SOFI capable widefield microscope. We 

performed a correlative measurement of cytoskeletal proteins and cell morphology 

revealing the correlated dynamics of actin and membrane topography at the subcellular 

level.  We transfected COS-7 cells for cytoskeletal proteins of actin filaments (actinin or 

actin) fused with mEOS-2 photo-switching fluorescent proteins in order to achieve 

stochastic fluctuations in the fluorescence signal. Cells were then scanned in a consecutive 

manner with SICM and imaged with SOFI in a custom-design chamber with an 

environmental control172 (Figure S5.10). Recordings of 300 frame-long stacks of the 

fluorescence signal were performed after each SICM frame, resulting in a combined 

SICM/SOFI acquisition time of 3 min/frame for images of parts of the cell, and 10 min for 

whole cell imaging (Figure S5.11-12).  The 2nd order SOFI images in Figure 5.6a show the 

actin filaments with a 173 ± 20 nm (mean ± s.d, N=6 images for live-cell SOFI 2D 

resolution measurements) lateral resolution.  After recording, SICM and SOFI images were 

aligned, revealing correlated dynamics of cytoskeletal proteins and membrane topography 

(Figure 5.6b-c). During the SICM imaging, there was no laser applied, resulting in two-

minute dark intervals between SOFI frames. This significantly reduced the photodamage 

enabling us to record time-lapse sequences of 10-15 SOFI frames for up to 42 min without 

observable cell negative phototoxic effects (Figure S5.11).  
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Figure 5.6. Live-cell SICM/SOFI imaging of cytoskeletal actinin dynamics of COS-7 cell.  
(a) 2nd order SOFI images of actinin-mEOS-2 in transfected COS-7 cells reconstructed 
from 250 frames each, thus allowing to achieve 12.5 s temporal resolution per SOFI frame. 
(b) Corresponding SICM height maps (200 x 100 pixels image, with 200 nm pixel size) were 
acquired at a pixel acquisition rate of 200 Hz with a hopping height of 1 μm. Correlative 
SICM/SOFI data was recorded at 180s per frame. The white arrows indicate the 
corresponding features in SICM and SOFI images. (c) 3D render of SICM height map 
aligned to the full SOFI image at the start of the recording (0 min) revealing the correlative 
dynamics of actinin in a livecell. 

 

5.4. Discussion 

We have established correlative membrane topography and cytoskeleton imaging 

provided by combined SICM and SOFI modalities for fixed COS-7 cells both in 2D and 

3D on separate imaging setups preserving the state-of-the-art capabilities of both imaging 

modalities. For imaging densely-labelled samples we used novel self-blinking dyes suitable 

for high-order SOFI imaging.  Additionally, the 3D SOFI approach allowed us to retrieve 

information about the cytoskeletal protein distribution within the cell volume. 

Subsequently acquired SICM high-resolution axial topography provided detailed 

volumetric cell-mapping. Finally, we have performed simultaneous SICM/SOFI live-cell 

imaging in a combined setup for routinely obtaining correlative measurements in vitro. 

Previous studies have demonstrated that a combination of topographical and biochemical 

sample information is a powerful tool which can provide a comprehensive picture of 

cellular activity. Correlative SPM and super-resolution microscopy studies, involving 

techniques such as SMLM185, stimulated emission depletion (STED)148,193, structured light 

illumination (SIM)186 have been demonstrated. SOFI, as a computational method, does not 

require a complex optical setup design compared to SIM or STED approaches. We show 

that it can be easily implemented on existing SPM/SICM setups with only few optical 

components required. Simultaneous SICM measurements can be used to directly detect the 
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cell topography changes related to apoptosis194 thus acting as a detector for phototoxicity.  

Furthermore SICM has been shown to outperform AFM in live-cell imaging18 due to its 

non-contact nature, which is crucial in imaging sensitive samples. SICM and confocal 

microscopy combination was demonstrated to be a versatile tool to study virus-like particle 

and cell interactions160,195. Small imaging volume, located in the vicinity of the pipette, 

allows to have superior optical sectioning and colocalized measurement, which is ideal for 

studying cellular activity near the membrane. On the other hand, AFM has demonstrated 

its superiority over SICM in terms of imaging resolution71. AFM is also more versatile in 

terms of retrieving information about the nanomechanical sample properties196 and can 

even be used for molecular-specific imaging197. Due to the fragile nature of the glass 

nanocapillary, SICM is less forgiving of imaging mistakes that can lead to fracture of the 

capillary. This is exacerbated by the fact that no pre-fabricated SICM capillaries are 

commercially available.  

We demonstrated the ability of the combined method for biological studies of the dynamic 

cell morphology and cytoskeletal architecture inside the cells. This could be used to 

investigate open questions in membrane trafficking3, cell migration198 or infection. Due to 

the electrical nature of SICM measurements, it can also retrieve surface charge 

information74, thus adding a whole new dimension for the measurement. The ability to 

additionally map the charge of a cell membrane is particularly relevant for problems such 

as clustering of membrane proteins199, membrane curvature influence on density of 

membrane proteins and lipids200, lipid-rafts201, behaviour of voltage-gated ion channels202, 

etc. While there are some remaining technological challenges in terms of usability, the 

combination of the multimodal SICM and flexible SOFI has the potential to become a 

routine live-cell imaging modality capable of tackling challenging biological problems.  
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5.5. Methods 
 

 2D widefield fluorescence imaging setup 

A home-built widefield microscopy setup described previously170 was used (Figure 

S5.14). The setup has four laser lines for illumination: a 200 mW 405 nm laser (MLL-III-

405-200mW, Roithner Lasertechnik), a 1 W 632 nm laser (SD-635-HS-1W, Roithner 

Lasertechnik), a 350 mW 561 nm laser (Gem561, Laser Quantum) and a 200 mW 488 nm 

laser (iBEAM-SMART-488-S-HP, Toptica Photonics). The beam of the 635 nm laser is 

flat fielded by coupling it into the multimode fiber and passed through a speckle reducer 

(Optotune, LSR-3005-17S-VIS) similarly to that described previously203. All laser lines are 

collimated, expanded and focused in the back focal plane of the water immersion 60x 

objective (Nikon SR Plan Apo IR 60× 1.27 NA WI) resulting in the effective FOV of 100 

x 100 μm with a pixel size of 107 nm. Fluorescence signal is then filtered using a quad-line 

dichroic mirror (ZET405/488/561/640, AHF Analysetechnik) and emission filter 

(R405/488/561/635 flat, AHF Analysetechnik). Additional band-pass emission filters 

(596/83 or 685/70, Chroma) were used for sequential two-color imaging. Finally, the light 

is focused on a sCMOS camera (ORCA Flash 4.0, Hamamatsu; back projected pixel size 

of 108 nm). Z stabilization is achieved with a PID controller using a total internal reflection 

from a coverslip using 980 nm laser diode (CPS980, Thorlabs) reflecting from a sample at 

the critical angle.  Axial positioning is achieved with a nano-positioning stage (Nano-Drive, 

MadCityLabs) using a custom-written software in LabVIEW environment.  Lateral sample 

position is controlled by a Scan-plus IM 120x80 (Marzheuser) stage. Image sequence 

acquisition is done in Micromanager software.  

 

 Multiplane SOFI setup 

Multiplane SOFI imaging was performed on a home-built widefield microscope 

(Figure S5.15) with a simultaneous 8-plane detection system using an image splitting 

prism204. Four laser lines were used for illumination: a 120 mW 405 nm laser (iBeam smart, 

Toptica), an 800 mW 635 nm laser (MLL-III-635, Roithner Lasertechnik), 200mW 488nm 

laser (iBEAM-SMART-488-S-HP, Toptica Photonics) and an 800 mW 532 nm laser 

(MLL-FN-532, Roithner Lasertechnik). The beam of the 635 nm laser is flat fielded by 

coupling it into the multimode fiber. All laser lines are collimated, expanded and focused 

in the back focal plane of the water immersion 60x objective (Olympus UPLSAPO 60XW 

1.2 NA). The fluorescence signal is then filtered using a dichroic mirror 

(zt405/488/532/640/730rpc, Chroma) and quad band emission filter (405/488/532/640m 

Chroma).  Additional band-pass emission filters (582/75 or 685/70, Chroma) were used for 

sequential two-color imaging. An image-splitting prism was placed behind the last lens and 

splits the signal into 8 images recorded by two synchronized sCMOS cameras (ORCA 
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Flash 4.0, Hamamatsu; back projected pixel size of 111 nm). Each image plane is equally 

spaced 350 nm apart, resulting in a total imaging volume of 50 × 60 × 2.45 μm3.  The 

sample is positioned in XYZ by using a hybrid piezo nanopositioning stage (3-PT-60-

F2,5/5) and Motion-Commander-Piezo controller (Nanos Instruments GmbH). 

Synchronization of cameras, imaging acquisition and general setup control is done with a 

custom-written software in LabVIEW environment. 

 

 Scanning ion-conductance microscopy setup  

Scanning probe microscopy was performed with a custom-made scanning ion 

conductance microscope. The sample was actuated in X and Y by a piezo-stage 

(piezosystem Jena TRITOR102SG). The nanocapillary was moved in Z by a home-built 

actuator172, operated in hopping mode. Borosilicate and quartz nanopipettes were fabricated 

with a CO-2 laser puller (Model P-2000, Sutter Instruments) with a radius below 60 nm153 

(Figure S5.16). 

 

 Combined 2D widefield fluorescence /SICM setup 

A home-built widefield setup is assembled in combination with a SICM scanner 

(For more detail see SICM setup) mounted atop an inverted Olympus IX-71 microscope 

body (Figure S5.17). For sample excitation, a four-color (405 nm, 488 nm 561 nm, 647 

nm) pigtailed Monolithic Laser Combiner (400B, Agilent Technologies) is used. Light is 

collimated and focused to the back focal plane of the oil-immersion high-NA objective 

(Olympus TIRFM 100x, 1.45 NA) by using a custom built TIRF illuminator. The 

fluorescence signal is then filtered using a dichroic mirror (493/574 nm BrightLine, 

Semrock) and a band emission filter (405/488/568 nm stop line, Semrock). Finally, the light 

is focused on an sCMOS camera (Photometrics, Prime 95B; back projected pixel size of 

111 nm). Coarse lateral sample positioning is done with a mechanical stage, while fine 

positioning is achieved with a SICM XY piezo scanner (Piezosystem Jena 

TRITOR102SG). Image stacks for SOFI are recorded with a Micromanager software, while 

laser control and sample positioning are achieved in custom-written LabVIEW software.  

 

 Coverslip fabrication 

High precision No. 1.5 borosilicate 25 mm coverslips (Marienfeld) were patterned 

with a custom layout (Figure S5.18) by using a commercial UV excimer laser patterning 

setup (PTEC LSV3). It allowed to create a user-friendly sample map, which was crucial for 

further SOFI-SICM correlation experiments while transferring the sample between 

different setups. After patterning, coverslips were cleaned with piranha solution, washed in 

MiliQ water, dried with N2 flow and kept dry for further use. Before use, coverslips were 
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cleaned with oxygen plasma cleaner (Femto A, Diener electronic GmbH) for 660 s at 

maximum power setting, washed with PBS (pH = 7.4) once and coated with 50 μM 

fibronectin solution in PBS (pH = 7.4) for 30 min at 37° C before seeding the cells.  

 

 Cell culture 

Cells were cultured at 37 °C and 5% CO2. DMEM high glucose without phenol red 

medium (Gibco, Thermo Fisher Scientific) was used, containing 10% fetal bovine serum 

(Gibco, Thermo Fisher Scientific), 1% penicillin-streptomycin (Gibco, Thermo Fisher 

Scientific) and 4 mM L-glutamine (Gibco, Thermo Fisher Scientific). Before seeding on 

coverslips, cells were detached from a flask with TrypLE (Gibco, Thermo Fisher Scientific) 

and 30 000 cells were seeded on 25 mm coverslips coated with fibronectin. Coverslips were 

washed twice with PBS before seeding the cells and 2 ml of DMEM medium was used. 

Cells were grown overnight (12-16 h) before fixation in 6-well plates. 

 

 Sample fixation and staining 

Cells were washed once with DMEM described previously and incubated for 90 s 

in a prewarmed microtubule extraction buffer, consisting of 80 mM PIPES, 7 mM MgCl2, 

1 mM EDTA, 150 mM NaCl and 5 mM D-glucose with a pH adjusted to 6.8 using KOH 

with 0.3% (v/v) Triton X-100 (AppliChem) and 0.25% (v/v) EM-grade glutaraldehyde 

(Electron Microscopy Sciences). After 90 s the solution was exchanged to pre-warmed 4 

% paraformaldehyde dissolved in PBS (pH=7.4) and samples were incubated for 10 min at 

room temperature. Afterwards, samples were washed thrice for 5 min with PBS on orbital 

shaker. Cells were kept for 5 min with a freshly prepared 10 mM NaBH4 solution in PBS 

on an orbital shaker in order to reduce background fluorescence. Step was followed by one 

quick wash in PBS, and two washes of 10 min in PBS on an orbital shaker. Samples were 

then additionally permeabilized to ensure antibody penetration with 0.1% (v/v) Triton X-

100 in PBS (pH=7.4) on an orbital shaker followed by additional wash with PBS. Finally, 

samples were blocked with freshly prepared blocking buffer consisting of 2% (w/v) BSA, 

10 mM glycine, 50 mM ammonium chloride NH4Cl in PBS (pH=7.4) for 60 min at room 

temperature or stored overnight at 4 °C for further staining. All chemicals were bought 

from Sigma Aldrich unless stated differently.  

 

 Two-color sample staining 

For incubation with antibodies and/or phalloidin, coverslips were placed on 

parafilm in a closed box in the dark, at high humidity to prevent coverslips from drying. 

100 μL of staining solution was typically used for each coverslip. After blocking, samples 

were incubated with 2 % (v/v) primary anti-tubulin antibody (clone B-5-1-2, Sigma-
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Aldrich) in blocking buffer for 60 min at room temperature. Samples were washed with 

blocking buffer thrice for 5 min on orbital shaker. Coverslips were incubated with 2 % (v/v) 

secondary donkey anti-mouse-Abberior FLIP-565 antibody, which was labelled as 

described previously170. Samples then were kept in blocking buffer for 60 min and washed 

thrice for 5 min on orbital shaker. Samples were incubated for 10 min in 2% (w/v) PFA in 

PBS (pH=7.4) as a post-fixation step followed by three 5 min washes with PBS on orbital 

shaker. After tubulin staining, actin was stained with 500 nM custom synthesized 

phalloidin-f-HM-SiR (Figure S5.19) or phalloidin-Alexa-647 (Sigma Aldrich) solutions in 

PBS by incubating for 60 min at room temperature. Samples were washed thrice for 5 min 

with PBS on orbital shaker and imaged immediately in imaging buffer. 

 

 Imaging buffers  

2D imaging with self-blinking dyes was performed in 50% glycerol PBS solution 

at pH=8. The buffer was degassed with N2 flow for 30 min before use. 3D phalloidin-actin 

imaging was performed in an imaging buffer described previously205 containing 10% (w/v) 

D-glucose, 20 % (v/v) glycerol, 50 mM TRIS, 10 mM NaCl, 2 mM COT, 10 mM MEA, 

2.5 mM PCA and 50 nM PCD with a pH adjusted with HCl to 7.5. 3D imaging of tubulin 

labeled with an Abberior FLIP-565 was performed in 50 % (v/v) glycerol solution in PBS 

(pH = 7.4). All imaging experiments were done in a sealed imaging chamber. 

 

 Two-color SOFI imaging 

2D SOFI imaging was performed with self-blinking dyes sequentially. Phalloidin-

f-HM-SiR labeled actin was imaged first at 275 W/cm2 635 nm excitation, then 680 W/cm2 

of 561 nm was used to image Abberior FLIP-565 labeled tubulin. The sample was kept on 

the setup for at least 30 min before imaging, to reduce thermomechanical drift during 

imaging. 16 000 – 30 000 frames were acquired for each channel for high-order SOFI 

analysis with minimal photobleaching effects. Sample drift between two-color acquisitions 

was neglected for further analysis. 3D SOFI imaging was first performed with phalloidin-

Alexa-647 labeled actin excited with a 632 nm laser at 3.4 kW/cm2 with a low power 

(5 W/cm2) 405 nm activation laser to increase the population of fluorophores in a bright 

state. After imaging multiple cells, the oxygen-scavenging imaging buffer was changed to 

50 % (v/v) glycerol in PBS for Abberior FLIP-565 labeled tubulin imaging. The sample 

was then imaged with the 532 nm laser at 3.5 kW/cm2. 4 000 frames for each image plane 

were recorded for high-order 3D-SOFI analysis. After recording each image stack, a 

subsequent brightfield-image was taken for a further alignment of 2-channel data. 50 ms 

exposure time was used for all imaging experiments. The data presented in the paper are 

from two distinct samples. 
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 SICM imaging and processing 

The SICM imaging was performed in PBS (pH = 7.4).  On fixed cells, SICM images 

with 1024 x 1024 pixels were acquired at a pixel acquisition rate of 200 Hz with a hopping 

height of 5 and 6 μm. After performing fluorescence imaging corresponding cells were 

found using markers described in a coverslip fabrication section. On live cells, SICM 

images with 512 x 256 and 200 x 100 pixels were acquired at a pixel acquisition rate of 

200 Hz with a hopping height of 1 and 3 μm. These experiments were performed in the 

combined SICM/SOFI system described previously. The current setpoint used in all the 

SICM measurements was 99 % of the normalized current recorded. SICM images were 

further processed using Gwyddion155 and Fiji156. 

 

 SOFI Image analysis and image alignment  

2D and 3D SOFI image analysis was performed as described previously170,204. 

Briefly, the image stack was drift-corrected using cross-correlation between SOFI sub-

sequences before performing cumulant calculation. Different planes of the 3D image stack 

were registered based on acquired bead stack and images sequence was drift-corrected after 

the registration, assuming that the drift is homogenous within the volume. 4th order SOFI 

images were used in 2D SOFI case, while 3rd order SOFI images were taken for 3D SOFI. 

Images were further deconvolved with a Lucy-Richardson deconvolution algorithm using 

gaussian PSF model. Deconvolution settings were optimized using decorrelation analysis 

algorithm for resolution estimation161. 2D and 3D SOFI analysis code was implemented in 

Matlab and is available upon request. After 2D and 3D SOFI processing, images were 

aligned with a topographical SICM map using custom-written Python code based on the 

hand-selected features in the actin channel and SICM image using an affine transformation 

(Figure S5.6). For two-color 3D SOFI, two-color SOFI stacks were co-registered based on 

brightfield images and then aligned with SICM image based on the actin channel.  

 

 Live-cell SOFI/SICM imaging 

COS-7 cells were seeded according to the procedure described previously. After 

12-16h cells were transfected with actinin-mEOS2 or Lifeact-mEOS2 (Supplementary 

information: Plasmid sequences) with a Lipofectamine 3000 (Thermo Fisher) according to 

the protocol provided by manufacturer. Cells were used for combined SICM-SOFI 

experiment 24 h after the transfection. Imaging was performed at 37 °C and 5 % CO2 in a 

custom-built imaging chamber in FluoroBrite DMEM media (Gibco, Thermo Fisher 

Scientific) in order to reduce autofluorescence. SICM and SOFI imaging was performed 

subsequently i.e. after each SICM image, a fluorescent stack of 300 frames with an 

exposure time of 50 ms was recorded. The first 50 frames were excluded from SOFI 

processing due to rapid intensity change upon 405 activation and only 250 frames were 
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used for further SOFI analysis. Live-cell imaging was performed under the low-

illumination intensity (500 W/cm2 of 561 imaging laser and 0.3 W/cm2 of 405 nm activation 

laser) in order to reduce phototoxicity. 

 

 Correlative 3D SICM/SOFI data rendering  

In order to fully expose the correlative 3D data, we have used the advanced open-

source 3D rendering tool Blender 3D for data visualization. Normalized topographical 

SICM data was imported as a height map and scaled in the axial direction. Then, 2D SOFI 

data was overlaid by importing a co-registered fluorescence image and a custom-written 

shader was used for volumetric multiplane data rendering (Figure S5.21) to generate the 

final Figures. 
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5.6. Supporting information 
Figure S5.1. SICM image of a supported lipid bilayer for axial resolution estimation. 

Figure S5.2. SOFI resolution estimation for two-color 2D and 3D SOFI images. 

Figure S5.3. Labelling density and bleaching kinetics of self-blinking dyes. 

Figure S5.4. High order SOFI comparison with SMLM. 

Figure S5.5. Multiple two-color 4th order SOFI images. 

Figure S5.6. SICM SOFI image co-registration procedure. 

Figure S5.7. Comparison of image quality of 3D SOFI orders. 

Figure S5.8. Multiple correlative SICM and two-color 3rd order 3D SOFI images. 

Figure S5.9. SICM topographical map of microtubules. 

Figure S5.10. SICM setup with an environmental control chamber for live cell imaging. 

Figure S5.11. Live-cell SICM-SOFI imaging of actin of filopodia for 42 min. 

Figure S5.12. Live-cell SICM-SOFI imaging of a single cell. 

Figure S5.13. Cross sections used to calculate Pearson-correlation coefficient between 

different channels. 

Figure S5.14. Detailed schematics of 2D SOFI setup. 

Figure S5.15. Detailed schematics of 3D SOFI setup. 

Figure S5.16. SEM characterization of glass nanocapillaries. 

Figure S5.17. Detailed schematics of a combined SICM-SOFI setup. 

Figure S5.18. Coverslip fabrication and binary mark map generation. 

Figure S5.19. Phalloidin-f-HM-SiR chemical synthesis. 

Figure S5.20. Kinetics of self-blinking dyes for high-order SOFI imaging and ON time 

estimation. 

Figure S5.21. Description of final 3D SOFI data visualization in Blender 3D. 
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Figure S5.1. SICM image of a supported lipid bilayer (SLB) for axial resolution estimation. 
(a) SICM image of a SLB, composed of Egg PC:DOPC:chol (3:1:2), deposited on mica 
acquired using 15 nm radius nanocapillary. 480 x 480 pixels image acquired at pixel 
acquisition rate of 300 Hz with a hopping height of 100 nm.  (b) Height profile of the SLB 
indicating the axial resolution of SICM below 5 nm.  

 

 

 

 
Figure S5.2. SOFI resolution estimation for two-color 2D and 3D SOFI images. Resolution 
was estimated with a parameter-free image resolution estimation algorithm161. For 2D 
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images, each value is calculated from 8 images. For 3D SOFI stack resolution was 
estimated in all planes (N = 8, N = 15, N = 22, N = 29) for corresponding SOFI orders. 
Theoretical values for SOFI and SOFI-d (deconvolved) based on the diffraction limited 
PSF size are also plotted.  

 

 

 

 
Figure S5.3. Labelling density and bleaching kinetics of self-blinking dyes. Molecular 
densities of f-HM-SiR (a) and Abberior-FLIP 565 (b) dyes from a representative image, 
together with bleaching curves estimated from the corresponding image stacks. Calculated 
average bleaching lifetimes (8 stacks with 30 000 frames) for f-HM-SiR dye was 406 ± 
168 s and 625 ± 130 s for Abberior FLIP-565 (mean ± s.d, N = 8 image stacks consisting 
of 30 000 frames).  
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Figure S5.4. High order SOFI comparison with SMLM. a) 4th order SOFI and SMLM 
(Thunderstorm) image quality comparison. Images stacks were processed with the latest 
version of Thunderstorm software190 by using single-emitter fitting function. It is visible 
that in sparse blinking conditions (Abberior FLIP-565 labelled microtubules) both 
approaches (SOFI and Thunderstorm) perform similarly, however for f-HM-SiR labelled 
f-actin SMLM seems to produce localization artifacts, that are expected for high-density 
data. Resolutions metric stated in the paper were computed with image decorrelation 
analysis algorithm161. The localization precision might be improved by using multi-emitter 
fitting or pre-processing tools such as HAWK206, however this is clearly outside of the scope 
for this study. 
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Figure S5.5. Multiple two-color 4th order SOFI images. 4th order SOFI images of 
phalloidin-f-HM-SiR labeled actin (a) and Abberior FLIP-565 immunostained tubulin (b). 
Zoom-ins of 25 μm are shown together with the whole 90x90 μm field of view images. 
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Figure S5.6. SICM SOFI image co-registration procedure. (a) Difference of the tresholded 
SICM and actin channels revealing the different cell features between SICM and actin 
channels. (b) SICM image overlaid with actin and (c) channels. Arrows are showing the 
ambiguities marked in image (a).  2D SOFI images were aligned with SICM topographical 
map based on the actin channel. Same features were manually depicted in both images and 
affine transformation matrix was computed using at least 10 corresponding marks. 2D 
tubulin image was transformed using the same transformation matrix assuming that the 
lateral drift between two SOFI images is neglectable. 3D SOFI image stacks were 
processed in the same way expect in this case two-color stacks were aligned based on the 
brightfield microscopy by phase correlation using the images recorded before acquiring 
each of the stack.  

 

 
Figure S5.7. Comparison of image quality of 3D SOFI orders. SOFI orders for the two-
color 3D SOFI image used in the main text Figure 5.3.   
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Figure S5.8. Multiple correlative SICM and two-color 3rd order 3D SOFI images. (a) SICM 
images (1024 x 1024 pixels, 78nm pixel size), acquired at pixel acquisition rate of 200 Hz 
with a hopping height of 5 μm; together with a coaligned 3rd order SOFI images of 
phalloidin-Alexa647 labeled actin (b) ) and Abberior FLIP-565 labelled tubulin (c).  Axial 
scales are represented as color bars. Scale bars are 10 µm in all images. All images were 
correlated according to a procedure described in the Methods section and in (Figure S5.6). 
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Figure S5.9. SICM topographical map of microtubules. (a) SICM image of a single cell 
which has part of the membrane removed by permeabilization with Triton X-100. 
Interestingly, this allows to reveal a preserved microtubular network of the inner part of 
the cell, which can be better resolved by further spatially filtering the SICM image (b) 
which is overlaid with a tubulin fluorescence signal from the bottom plane of 3rd order 3D 
SOFI stack. Bandpass spatial filter with 2-8 px range was used applied on the image (a). 
(c) Final 3D rendering in Blender 3D software with an overlaid SOFI and SICM data.  
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Figure S5.10. SICM setup with an environmental control chamber for live cell imaging 
described in detail previously172. 1) Mini-incubator for environmental control. 2) Pipette 
actuator. 3) Pipette inlet. 4) TIA input for the pipette electrode. 5) Bath electrode. 6) XY 
scanner. 7) Translation stage.  
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 Figure S5.11. Live-cell SICM-SOFI imaging of actin of filopodia for 42 min. Acquisition 
was performed consequently by recording 10x20 µm SICM scans and 300 frame long 
fluorescence stacks for imaging photoactivated Lifeact-mEOS-2. Standard deviation image 
sequence (a) and 2nd order SOFI (b) aligned with SICM topography images (c) are shown. 
COS-7 cells were transfected as described in the Methods section by using a Lifeact-mEOS-
2 plasmid and imaged after 24 h in FluoroBrite medium. 200 W/cm2 of 561 imaging laser 
and 0.2 W/cm2 of 405 nm activation laser were used for illumination with a corresponding 
exposure time of 50 ms. Corresponding SICM height maps were recorded at 200 x 100 
pixels image (100 nm pixel size), acquired at a pixel acquisition rate of 200 Hz with a 
hopping height of 1 μm.  
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Figure S5.12. Live-cell SICM-SOFI imaging of a single cell. Acquisition was performed 
consequently by recording 60 x 60 µm SICM scans and 2 fluorescence stacks (300 and 
1000 frames long) of photoactivated mEOS-2 for 2nd order SOFI computation. 2nd order 
SOFI (a) aligned with SICM topography images (b) are showed. COS-7 cells were 
transfected as described in the Methods section by using a Lifeact-mEOS-2 plasmid and 
imaged after 24 h in FluoroBrite medium. 200 W/cm2 of 561 imaging laser and 0.2 W/cm2 
of 405 nm activation laser were used for illumination with a corresponding exposure time 
of 50 ms. Corresponding SICM height maps recorded at 512 x 256 pixels image (117nm 
pixel size), acquired at a pixel acquisition rate of 200 Hz with a hopping height of 3 μm. 
White spot in the SICM image is most likely a particle, attached from the solution.  

 

 
Figure S5.13. Cross sections used to calculate Pearson-correlation coefficient between 
different channels. For Figure 5.5f 1D cross sections were manually depicted by selecting 
the structures of interest by hand. Filopodia (a), microvilli (b) and microtubules (c) were 
selected.  
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Figure S5.14. Detailed schematics of 2D SOFI setup. Schematics of the setup used for 2D 
SOFI imaging as described in the Methods section. 

 

 
Figure S5.15. Detailed schematics of 3D SOFI setup. Schematics of the setup used for 3D 
SOFI imaging as described in the Methods section.  
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Figure S5.16. SEM characterization of glass nanocapillaries. (a) Selected scanning 
electron microscope (SEM) images of glass nanocapilaries without conductive coating. (b) 
Conductance measured in 400 mM KCl solution vs opening diameter measured with SEM. 
The dashed line represents a least-square fit. The Figure is composed from the data 
published previously153. 

 

 
Figure S5.17. Detailed schematics of a combined SICM-SOFI setup. 
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Figure S5.18. Coverslip fabrication and binary mark map generation. (a) The principle of 
number representation in binary values. 4 binary digits were used to represent numbers 
from 1 to 20. (b) The final layout of the sample map. Layout was generated with a Matlab 
code, by using the dec2bin function. Binary numbers were used for x and y axis. The static 
dot in the middle was incorporated for a better determination of the sample orientation. (c) 
Schematics of the dimensions of the binary digit pattern. 
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Figure S5.19. Phalloidin-f-HM-SiR chemical synthesis. Reaction scheme of Phalloidin-f-
HM-SiR conjugate. Phalloidin-f-HM-SiR was synthesized from f-HM-SiR189 and 
Phalloidin-BCN171,207, which were prepared according to literature procedures. In short: 
Phalloidin-BCN (46 µg) was dissolved in anhydrous MeCN (90 µL) and f-HM-SiR 
(24.8 µg, 4 µL from 10 mM stock solution) was added at room temperature. The reaction 
mixture was incubated for 4 h in a thermo-shaker at 700 rpm and subsequently purified by 
HPLC (gradient 20-90 % solvent B / solvent A ; in 40 min). Phalloidin-f-HM-SiR was 
afforded as blue solid and after photometric determination of the amount of substance208, 
a 1 mM stock solution in anhydrous DMSO was prepared. HRMS (ESI+) m/z 1867.9047 
calculated for [C94H131N14O22SSi]+ (M+), 1867.9073 found; m/z 945.4470 calculated for 
[C94H131N14NaO22SSi]2+ (M++Na+), 945.4482 found. HPLC analytics and semi-
preparative purifications were conducted on an Agilent 1100 series HPLC system. 
Phenomenex Luna 3 μ and 5 μ C18 reversed-phase columns were used for these purposes 
(Solvent A: H2O containing 0.1 % TFA; Solvent B: MeCN containing 0.1 % TFA). 
Collected HPLC fractions were dried by lyophilization. Mass spectrometry was performed 
on a Bruker microTOF-QII (for ESI-MS) mass spectrometer. 
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HRMS (ESI+) of Phalloidin-f-HM-SiR 

 
HPLC chromatogram of Phalloidin-f-HM-SiR 
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Figure S5.20. Kinetics of self-blinking dyes for high-order SOFI imaging and ON time 
estimation. Kymographs of signal intensity over time for f-HM-SiR (a) and Abberior-FLIP 
565 (b) dyes showing the signal fluctuation over a long-term imaging.  Average ON-times 
were also estimated by computing 2nd order cumulant as a function of time lag and 
averaging it for subsequences of 500 frames165. Corresponding lag functions for stacks 
showed in (a-b) are showed below (c-d). Mean on time for f-HM-SiR dye was estimated to 
be 38.7 ms and for Abberior-FLIP 565 – 65.75 ms. However, the exposure time of 50 ms 
might be the limiting factor for the precision of ON-time estimation.   
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Figure S5.21. Description of final 3D SOFI data visualization in Blender 3D. A simple cube 
was used as a volume corresponding to the 3D SOFI volume of 2.45 x 60 x 60 µm. Two 
separate colors were visualized in parallel. Different parts of the shader are explained as 
follows: 1) Setting up the texture coordinates 2) A script node used to make a 3D volume 
from the stack of SOFI images. Each image is represented as voxel with dimensions 
determined by a 3D cube 3) Input of a stack file 4) Color ramps used to represent the height 
in different colors 5) Contrast and intensity adjustment 6) A principled volume shader 7) A 
mix shader used to switch between tubulin and actin channels 8) A volume output node. 

 

 

 

 

 

 

 

 

 

  

 

 

 

 

 

 

 

 

 

 



99 
 

Chapter 6 
 

Molecular Sensing with Nanopores 

6.1. Introduction molecular sensing with nanopores 

Although we have used nanocapillaries for SICM imaging, they can be used as a glass 

nanopore for molecular sensing. The development of nanopore sensing was pioneered by 

Erwin Neher and Bert Sakmann with the invention of the “patch-clamp” technique for 

electrical recordings of ion channels (Figure 6.1a), receiving the Nobel prize in 1991209–211. 

Since then, this method has become routinely used for studying biological membranes and 

has also inspired the next generation of engineered nanopore systems for molecular sensing 

using nanopores. 

 

Figure 6.1. Nanopore sensing. a) Electrical recording of a single ion channel with patch-
clamp technique211. b) Principle of single-molecule detection with nanopores, During the 
passage of an analyte through the pore (often dubbed translocation), the ionic current 
usually decreases owing to hindered access of ions to the pore volume212. c) Schematic 
illustrating selective target detection using nanopore readout of molecular carriers. Bound 
targets are confirmed by the presence of one or multiple subpeaks, as shown in the inset212. 
d) Biological nanopore213. e) Solid-state nanopore made out of Silicon dioxide214. f) Glass 
nanopore made of quartz23.  

 

Nanopores are currently considered one of the most successful label-free single-

molecule techniques, with applications to biological screening, diagnostics, and DNA or 
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protein sequencing. The principle of nanopore sensing is the same as in SICM, where a 

potential is applied across two electrodes, generating a current through the pore opening 

that can be measured and analyzed (Figure 6.1b). In nanopore experiments, a charged 

molecule is detected when it passes through the pore (translocation), mediated by an 

electrophoretic force (�����). Keyser et al. estimated the electrophoretic force as: 

                                        ����� =
���(�(�)��(�))

�� (� �⁄ )
 ∆�,                                                     (1.7) 

where ∆� is the applied bias, � and � are the radius of the pore and the molecule 

respectively (a = 1.1 nm for DNA), the Ψ(�) − Ψ(R) are the surface potentials of the DNA 

and the nanopore, respectively, and ε is the dielectric constant of water. This expression is 

derived from combining Poisson–Boltzmann and Stokes equations to yield an expression 

for the electrophoretic force on a stationary molecule215. This electrophoretic force leads to 

the molecule translocating through the pore, generating a current decrease that depends on 

the topological characteristics and charge of the molecule. This current signal enables the 

detection of topological features on the DNA, such as the binding of a protein (Figure 6.1c). 

Several types of nanopores have been engineered for single-molecule sensing 

(Figure 6.1d-f). Biological nanopores have been effective in sequencing single-stranded 

DNA and peptides216–218, but the stochastic nature of molecule entry and the fluctuation in 

protein motor feed rate present challenges. Solid-state nanopores offer the advantage of 

controlled pore design and stability, allowing for the detection and characterization of 

various biomolecules212,219. However, speed control using molecular motors has not been 

achieved with solid-state nanopores, limiting high-fidelity measurements and resolution. 

Glass nanopores, although limited by the resolution of the large pore size, yield low noise 

and high-bandwidth properties with promising detection capabilities for applications to a 

broad range of molecules220–223. Nanopore technology is evolving fast, but the main 

challenge remains unsolved - controlling the dynamics of the translocation that influences 

the accuracy of the measurement and could yield higher spatiotemporal detection. 

 

6.2. Thesis approach to molecular sensing with nanopores 

The new concept developed in this thesis is to use the time-resolved SICM system 

to control spatiotemporally the nanopore position instead of letting the molecule diffuse 

randomly. Dubbed scanning ion conductance spectroscopy (SICS), we trap the DNA 

molecule that is tethered on the surface with the electrophoretic force generated by the glass 

nanopore probe. By moving the nanopore with the precision of the piezo actuator along the 

molecule length, we can generate a conductance signal in function of distance to detect 

features down to the angstrom range. The time-resolved SICM was adapted to perform 

SICS measurements as the following 
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 3D nanopositioner to control the velocity of the translocation. The use of a 

SICM system with a piezo stack actuator enables to control of the position 

of the nanopore with high precision, defining the velocity for the 

translocation. This approach decouples the translocation velocity from other 

experimental factors such as the charge density of the molecule under test, 

the applied bias voltage, salt concentration, and pH. 

 Spatial addressability along the DNA molecule for single-molecule sensing. 

The capability to move the nanopore in XYZ with nanometer precision 

allows selecting a specific molecule on the surface and performing a 

translocation on a specific region along the selected molecule.  

 Spatial multiplexing, high-throughput, and single-molecule mapping. the 

ability to deposit different molecules on a surface in an array (Different 

conditions/molecules), and probe them with the same pipette that allows a 

fair comparison between molecules. Moreover, the throughput of our 

method does not depend on the concentration of the analyte as it does for 

free translocations. We can perform SICS mapping (In the same fashion as 

AFM force volume mapping) over a X x Y µm² area (up to 100 x 100 µm² 

area in our XY scanner) generating controlled translocation on many 

different molecules. 

 Re-reading capability for single-molecule sensing.  The measurements on 

the same single molecule can be repeated an arbitrary number of times. This 

enables the averaging of multiple signals from the same molecule, 

increasing the SNR and accuracy of the translocation fingerprint.  

 Glass nanopores for single-molecule sensing. For SICS measurements we 

need to fabricate small nanopores with electron beam radiation, achieving 

down to 7 nm radius. This method gives the flexibility to accurately 

fabricate nanopores with different dimensions depending on the 

applications. For example, DNA-protein complexes require larger pores in 

the 20 nm radius range to avoid sticking and DNA gaps require nanopores 

below 10 nm for higher sensitivity measurements.  

The creation of the SICS method shows once more the flexibility of the time-

resolved SICM system and controller, which can be modified to perform different types of 

measurements. The following Article-Chapter 7 show in more detail the development and 

validation of the SICS method for single-molecule sensing.  
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Chapter 7 
 

Spatially Multiplexed Single-Molecule Translocations through 
a Nanopore at Controlled Speeds 
 

This is a verbatim copy of an article published in Nature Nanotechnology, 2023.  

https://www.nature.com/articles/s41565-023-01412-4 
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7.1. Abstract 

In current nanopore-based label-free single-molecule sensing technologies, 

stochastic processes influence the selection of the translocating molecule, translocation rate 

and translocation velocity. As a result, single-molecule translocations are challenging to 

control spatially and temporally. Here we present a method using a glass nanopore mounted 

on a 3D nanopositioner to spatially select molecules, deterministically tethered on a glass 

surface, for controlled translocations. By controlling the distance between the nanopore and 

the glass surface, we can actively select the region of interest on the molecule and scan it a 

controlled number of times and at a controlled velocity. Decreasing the velocity and 

averaging thousands of consecutive readings of the same molecule increases the signal-to-

noise ratio (SNR) by two orders of magnitude compared to free translocations. We 

demonstrate the method’s versatility by assessing DNA-protein complexes, DNA rulers, 

and DNA gaps achieving down to single nucleotide gap detection. 

 

7.2. Introduction 

Biological nanopores have been used to successfully sequence single-stranded 

DNA (ssDNA) and peptides which is made possible by slowing the speed of the 

translocation with protein motors216,224–227. However, the stochastic nature of which 

molecule enters the pore at which time, as well as the residual fluctuation in the feed rate 

of the protein motor remains challenging228. 

Solid-state nanopores have been engineered to attempt the same molecular detectability of 

biological nanopores while keeping full control of the pore design and properties in a stable 

system212,219,229–231. Pores can be tuned to the desired size for the molecules in question, 

enabling the detection and characterization of a broad range of biomolecules such as 

double-stranded DNA (dsDNA), proteins and DNA-protein complexes212,232. However, 

speed control with molecular motors has not yet been demonstrated with solid-state 

nanopores. Even though the conductance drop in solid-state nanopores can be higher than 

in biological nanopores, the uncontrolled translocation speed hampers the potentially 

higher SNR233,234. Therefore, the free translocation speed limits high fidelity measurements, 

making single base pair resolution along freely translocating dsDNA challenging to 

achieve. 

Uncontrolled velocity limits the temporal and spatial resolution due to a finite amplifier 

bandwidth and the noise density integrated over the measurement bandwidth68. This 

limitation decreases the signal-to-noise ratio (SNR), critical for detecting small features 

along the DNA nanostructure228. High translocation speeds and low SNR on single readings 

have thus far hampered the use of solid-state devices in the study of complex forms of 

dsDNA. 
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Nanocapillaries, referred to as glass nanopores, are well suited for the detection of DNA 

structures235,236 since they have good SNR characteristics for high-bandwidth 

measurements. Glass nanopores can be manufactured to radii below 10 nm by precisely 

controlling the diameter of the opening with an electron beam irradiation or by depositing 

the additional coatings by controllable wet-chemical silanization127. They can also be 

integrated with other techniques, such as optical detection, atomic force microscopy 

(AFM)237,238, and optical tweezers239. The latter allows probing force during translocation, 

but the very high force resolution requires low optical trap stiffness and prevents sub-

nanometer displacement control. 

Scanning Ion Conductance Microscopy (SICM), on the other hand, has very high accuracy 

displacement control combined with high-bandwidth, low-noise current sensing. SICM 

uses a glass nanopore as a probe to image biological surfaces by moving the nanocapillary 

with nanometer precision towards a surface while measuring the current to detect the 

sample topography17,19,59. This microscopy method reveals the dynamics of nanostructures 

on the cell membrane and can be combined with super-resolution fluorescence 

techniques149,172. Here we utilize the benefits of SICM to overcome the limitations of 

uncontrolled translocation of DNA through glass nanopores by combining the high SNR 

and high bandwidth of the glass nanopores with the high degree of displacement control of 

SICM to achieve accurate, repeated control of single-molecule translocation experiments. 

 

7.3. Results 
 

 Single-molecule translocations controlled by nanopositioner 

We modified our previously developed high-speed scanning ion conductance 

microscope (HS-SICM) setup172 with a closed loop, long-range XYZ piezo scanner to 

accurately control the pipette motion and perform controlled translocations of spatially 

multiplexed molecules (Figure 7.1a). Analogously to single-molecule force spectroscopy 

experiments240 performed by AFM that generate force-distance traces, with SICM, we 

generate conductance-distance traces of single molecules. We, therefore, refer to our 

measurements as scanning ion conductance spectroscopy (SICS), a nanopore-based method 

for controlled translocations. To demonstrate the principle of a controlled translocation 

with SICS, we used a DNA-dCas9 construct to generate a conductance-distance fingerprint 

of proteins bound to DNA (Figure 7.1b). In the first step, the pipette approaches the surface. 

The electrophoretic force captures the tethered molecule detected by a conductance drop, 

stopping at 200 nm from the surface once the molecule is inside the nanopore (Figure 7.1b-

1). Due to the molecule entering the pore, the conductance through the glass nanopore 

drops. Then, the controlled translocation initiates at the start position and the glass nanopore 

moves backward with sub-nanometer precision by the closed-loop piezo (Figure 7.1b-2). 

The measured conductance through the nanopore can then be plotted as a function of 
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distance along the molecule, and structural features along the DNA molecule can be 

identified (Figure 7.1b-3), until the end position (Figure 7.1b-4). The controlled 

translocation generated corresponds to a conductance-distance fingerprint that reveals 

structural features along the translocated molecule, in this case, a DNA-dCas9 complex 

(red plot in Figure 7.1b). After this, we can go to a different molecule at a different XY 

position or scan the same molecule again. We can even stop before reaching step 4, and 

measure the same region of the molecule multiple times without removing the molecule 

from the pore. As a proof-of-concept, we performed SICS mapping over a 40 x 40 µm² area 

generating 100 controlled translocation traces (10 x 10 array with 4 µm pitch), detecting 

dCas9 binding specificity along the DNA contour length (Figure 7.1b and Figure S7.1). 

This approach also allowed performing combined fluorescence microscopy and operating 

at a lower ionic strength, while taking advantage of the tunable size of the glass pores to 

translocate DNA-protein complexes (see Figure S7.2). 

 

Figure 7.1. Controlled translocations of single molecules with nanopore-based scanning 
ion conductance spectroscopy (SICS). a) Schematics of the SICS system combined with 
fluorescence microscopy. Each color represents spatially multiplexed molecules deposited 
on the glass surface. b) Principle of SICS step-by-step, consisting in the molecule capture 
(1) followed by controlled translocation (2-4). (1): DNA shortly before capture in the 
nanopore by an electrophoretic force (���) generated by a positive bias (50 – 600 mV). (2): 

Start-position of the controlled translocation along the DNA length. (3): Identification of a 
feature. (4): End-position of the controlled translocation followed by thousands of potential 
translocation cycles on the same molecule or mapping out different molecules upon XY 
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displacement. The generated data corresponds to a conductance-distance curve revealing 
the DNA nanostructure, identifying a DNA-dCas9 complex in this case (red curve). 20 nm 
glass nanopore radius at 1 µm/s translocation velocity, 200 mV bias in 400 mM KCl, 
pH=7.4. Light red shows a conductance recording at 0.015 samples/nm and dark red trace 
shows the signal with an average window of 1 nm. c) SICS controlled translocation 
signature of a DNA ruler in optimal conditions with 8 nm glass nanopore radius at 1 μm/s 
translocation velocity, signal average window of 1 nm; 300 mV bias in 1 M KCl, pH=7.4. 
DNA molecules are tethered to a glass surface via biotin-streptavidin binding. 

 

 Controlled translocations of molecular rulers 

The key difference between our technique and traditional nanopore experiments is 

how the translocation speed is controlled. In conventional nanopore experiments, the speed 

of the translocation is determined by the electrophoretic force and the viscous drag of the 

molecules in the solution and the pore. Translocation speed depends on several factors, 

such as ionic strength, molecular charge, thermal fluctuations, transient analyte interactions 

with pore, bias voltage, and nanopore geometry. The result is a stochastic nature of the 

translocation process. This manifests in non-uniform dwell-time distribution between the 

detection of equally spaced motifs on a molecule such as a DNA ruler, see Figure S7.3 and 

4.4. Free translocations generate conductance signals as a function of time with non-

uniform translocation velocity236,241. In addition to stochastic effects influencing the 

translocation speed, the selection of which molecules are translocated is governed by 

stochastic factors. 

In SICS, however, the molecule of interest is tethered to the surface and the electrophoretic 

force is countered by a reaction force on the tether, which prevents the molecule from fully 

translocating. Translocation is solely governed by the motion of the glass nanopore, which 

can be controlled accurately during the experiment. With the ability to deterministically 

control the velocity, the conductance traces are now a function of distance instead of time. 

Figure 7.1c (controlled translocation) shows the equidistant motif on the DNA ruler. This 

decouples important experimental parameters (ionic strength, bias voltage) and 

uncontrollable factors (such as nanopore geometry) from the translocation speed and 

detection bandwidth. We can, therefore, independently optimize experimental parameters 

to improve the detection limit. 
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Figure 7.2. Controlled translocation of custom-designed DNA rulers increases SNR, 
precision, and accuracy. a) Design of the DNA ruler construct, composed of 7’228 base 
pairs with 6 markers containing DNA dumbbell hairpins separated by equal 1032 bp 
intervals. b) Controlled translocation of DNA ruler with 7 nm radius glass nanopore at 1 
µm/s translocation velocity. Light red shows a conductance recording at 0.01 samples/nm 
and dark red trace shows the signal with an average window of 1 nm. Orange numbers 
above the trace indicate marker location along the DNA ruler. c) Controlled translocation 
at several velocities: 0.1 μm/s (blue), 1 μm/s (orange), 10 μm/s (green) and 100 μm/s (red); 
8 nm radius glass nanopore, signal average window of 1 nm. d) SNR for the detection of 
markers at different translocation velocities. The error bars represent the standard 
deviation and the center is the mean SNR of all markers measured in several molecules (N 
= 12, 8, 12, and 8, for 0.1, 1, 10 and 100 μm/s respectively). e) Comparison of SICS 
translocations at 1 μm/s (red) with free translocations (purple) for glass nanopores of the 
same size (8 nm radius). The plot shows the distribution of the amplitude for marker 1 and 
the distance between markers 1 and 2 (Black arrows spacing in panel b), centered to the 
average distance (µ1) and average amplitude (µ2), N = 100. f) Overlay of controlled 
translocations for several molecules tethered on the surface, N = 100; Glass nanopores 
with radius of 8 nm were used at 1 μm/s translocation velocity, signal average window of 
1 nm. Conductance traces were aligned to the first marker from the free-end. g) Overlay of 
controlled translocation of the same molecule (red) and their average (in white), N = 100; 
8 nm radius glass nanopore at 1 μm/s translocation velocity, signal average window of 1 
nm. All controlled translocation experiments were performed with 300 mV bias in 1 M KCl, 
pH=7.4. 

 

To assess the benefits of SICS we used DNA rulers241,242 to characterize the effect 

of translocation velocity on SNR, precision and repeatability. This DNA ruler is composed 

of a 7’228 base pair DNA strand (2’458 nm) and 6 markers of DNA dumbbell hairpins 

which are positioned at 1’032 base pairs intervals along the DNA contour (Figure 7.2a). 

Figure 7.2b shows the conductance-distance curve generated by SICS, revealing 6 markers. 
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Controlled translocation with SICS allows decreasing the speed by more than 4 orders of 

magnitude compared with typical free translocations, leading to an increased SNR (Figure 

7.2c). At the lowest velocity of 0.1 μm/s, the SNR (conductance amplitude of the ruler 

divided by the root-mean-square conductance noise of the baseline) measured was 152 ± 

33 with an 8 nm glass nanopore radius (Figure 7.2d). This corresponds to an order of 

magnitude improvement of SNR compared with a free-translocation (>100 μm/s velocity). 

Figure 7.2e shows a location precision of 1% with controlled translocations, compared with 

30% in free translocations with glass nanopores of the same pore size. SICS inherently has 

lateral control and can map out diverse molecules tethered on the surface (Figure 7.2f) or 

scan the same molecule again (Figure 7.2g). This spatial addressability allows us to 

multiplex the measurements to multiple molecular species. In free-translocation, 

differences in the detected amplitudes cannot be validated at the single molecule level due 

to the non-uniform translocation speed and limited transimpedance bandwidth (As shown 

in Figure S7.4). SICS method can identify rare structures and perform several 

translocations on the same molecule, rather than measuring 100 molecules with assumed 

identical structure by design (Figure S7.5). If the particular molecule shown in Figure 7.2g 

had been part of the 100 different molecules measured in Figure 7.2f, the misfolding event 

would have been lost in the averaging. 

 

 

 Spatial addressability and spatial multiplexing of single molecules 

To take advantage of our SICS platform regarding spatial addressability, 

multiplexing and resolution assessment, we engineered dsDNA that contained single-

stranded regions (“DNA gaps”) of various sizes. We custom-designed four different DNA 

constructs (Figure S7.6) that were 8’750 base pairs in length (2’975 nm) and presented 

DNA gaps of 80, 40, 20, or 12 nucleotides, corresponding to lengths of 27.2, 13.6, 6.8, and 

4.1 nm, respectively (Figure 7.3a). As a proof-of-principle for spatially multiplexed single 

molecules, we deposited the four different DNA gap constructs in an area of 5 mm × 5 mm 

(Figure 7.3b). Within a single experiment, using the same glass nanopore, we detected and 

discriminated the four different DNA molecules. Figure 7.3c shows distinct conductance 

amplitudes (ΔGgap) for the different 80, 40, 20, and 12 nucleotides (nt) gaps. Figure 7.3d 

shows that the measured conductance amplitude of the 80 nt gap (ΔGgap) was half of the 

dsDNA conductance drop (ΔGdsDNA) as expected, and the measured ΔG(dsDNA/ssDNA) 

ratio was 2.06 ± 0.13 (Figure S7.7). For smaller gap sizes, the measured ΔGgap decreases 

due to the convolution effects of the pipette geometry with the molecule structure and 

surface charge. To obtain reliable measurements on the smaller gaps, multiple 

measurements are desirable. 
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Figure 7.3. Spatial addressability of single-molecule translocations demonstrated on DNA 
gaps. a) Design of DNA gap construct composed of 8’750 base pairs and containing a 
central single-stranded region (“gap”) of 4 different sizes: 80, 40, 20, or 12 nucleotides. 
b) Spatially multiplexed DNA gap molecules. c) Controlled translocation signals of DNA 
constructs with the different nucleotide gaps (N = 10 for each gap size molecule with the 
average in dark color) and corresponding waterfall plot. 8 nm glass nanopore radius at 1 
μm/s translocation velocity, signal average window of 1 nm.  d) Controlled translocation 
of the construct with an 80 nucleotide gap. The conductance amplitude (ΔGgap) of half the 
dsDNA translocation amplitude (ΔGdsDNA); 12 nm glass nanopore radius at 1 μm/s 
translocation velocity.  Light red shows a conductance recording at 0.01 samples/nm and 
dark red trace shows the signal with an average window of 1 nm. e) Probability density 
map of 1000 readings in the same 80 nucleotide gap region, with a 10 nm glass nanopore 
radius at 1 μm/s translocation velocity, signal average window of 1 nm; the linear colormap 
represents the normalized probability of occurrence for a conductance value at a 
corresponding distance, 0 – 1 range. All the experiments were performed with 300 mV bias 
in 1 M KCl, pH=7.4. 

 

We use the sub-molecular spatial addressability (position the glass nanopore along 

the single molecule) to scan the same molecular region multiple times, with tunable bias 

and bi-directional readings (Figure S7.8 and 7.9). Figure 7.3e shows the probability density 

map of 1000 readings on the same feature (80 nt DNA gap). Asymmetries or differences in 

the shape of probability density map plots, were more noticeable when smaller diameter 

pipettes were used and when a large number of curves were recorded for the same molecule. 

If only 100 curves were used for Figure 7.3e, the asymmetries would be less noticeable 

(Figure S7.10). By recording and averaging conductance-distance curves of the same 

feature, we decreased the RMS noise of the averaged signal from 11.2 pS to 0.4 pS, 
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increasing the SNR 20 times compared with a single reading (Figure S7.11). Moreover, 

multiple reads of the same feature decreased the measurement error, and obtained an 

average amplitude of 157.3 pS with a standard error of 0.05 pS (0.03 % error), see Figure 

S7.11. Thus, our method yielded an SNR of 394 on the DNA gap, corresponding to an 

improvement of two orders of magnitude compared to free translocations. By accessing 

specific regions of the DNA molecule and by averaging the conductance fingerprints, we 

reliably detected gaps as small as 12 nucleotides (4.1 nm) with high SNR. The conductance 

traces for smaller gap sizes (12 and 20 nucleotides) measured with different pipettes 

indicate that the dimension of glass nanopores strongly influences the detected conductance 

drop. Remarkably, we estimated that the pipette’s radii below 10 nm hint at an ultimate 

detection capability down to single nucleotide gaps (Figure S7.12). 

 

 Single base gap detection in dsDNA 

To have finer control over the gap size, we created a library of oligonucleotides 

complementary to the DNA gaps (gap adaptors shown in SI Table 1). As a proof-of-

concept, we hybridized 79 nt single-stranded DNA (oligonucleotide) to complementary 80 

nt DNA gap molecules (DNA gap template) and then deposited the non-hybridized 80 nt 

DNA gap template on the same area of the substrate (Figure 7.4a). Within a single 

experiment and the same glass nanopore, we compared controlled translocations on the 80 

nt gap template (Figure 7.4b - Top) and the 1 nt gap in the hybridized complex (Figure 7.4b 

- Bottom). Our results demonstrate the single nt gap detection of SICS, with an average gap 

amplitude detected of 31.2 pS for a glass nanopore of 7 nm radius. Furthermore, the 

hybridization does not have to happen before depositing but rather in situ after depositing 

the template (Figure 7.4c). We demonstrated in-situ hybridization of 19 nt oligo strand with 

a complementary 20 nt gap, and the subsequent successful detection of the single nucleotide 

gap with an average gap amplitude detected of 16.9 pS for a glass nanopore of 8 nm radius 

(Figure 7.4d). This indicates potential applications in diagnostics, DNA data storage and 

data retrieval243. 
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Figure 7.4. Detection of single nucleotide gaps with SICS. a) Strategy for creating shorter, 
variable gap sizes using multi nt gap template and complementary oligonucleotide library. 
b) Detection of an 80 nt DNA gap template (top) and a single nucleotide gap from a 
complementary 79 nt-long oligonucleotide hybridized to the gap (bottom), with a 7 nm 
glass nanopore radius at 1 μm/s translocation velocity, 0.01 samples/nm, N = 10; the linear 
colormap represents the normalized probability, 0 – 0.3 range. c) In situ hybridization 
concept for DNA writing, showing a gap template and addition of the complementary 
oligonucleotide (gap adaptor). d) A complementary 19 nt oligonucleotide was hybridized 
in situ on a 20 nt gap. The colormap represents the normalized probability. Reading of a 1 
nt gap with 8 nm glass nanopore radius at 1 μm/s translocation velocity, 0.01 samples/nm, 
N = 10; the linear colormap represents the normalized probability, 0 – 0.5 range. All the 
experiments were performed with 300 mV bias in 1 M KCl, pH=7.4. 

7.4. Discussion 

We achieved full control of the translocation speed providing precise spatial and 

temporal control of the single-molecule experiments, demonstrated in several biomolecule 

systems such as DNA-protein complexes, molecular rulers, DNA gaps, in-situ 

oligonucleotide hybridization, and hairpin formation. The translocation control with SICS 

allows reading the same molecule, or region of a molecule, thousands of times, as well as 

scanning an array of different types of molecules. This control is independent of 

experimental parameters (ionic strength, bias voltage) as well as uncontrollable factors 

(such as nanopore geometry), and it allows for independent optimization of experimental 

parameters to improve the detection limit, unlocking the use of nanopore sensing in 

applications that previously required sub-nanometer resolution. For the first time, It was 

possible to reproducibly scan selected areas of a molecule, thereby addressing specific 

molecular regions of interest with unprecedented resolution and throughput. We achieved 
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100’000 readings per experiment and a scanning rate of 4 readings/s on a series of different 

molecules, each translocated multiple times. The ability to perform experiments with 

different molecular species within one experiment (see Figure 7.3b), drastically increases 

the experimental throughput and permits accurate comparison of the results given the 

identical experimental conditions (same glass nanopore, velocities, and buffer conditions). 

Besides enabling more detailed biophysical studies, this addressability enables new 

conceptual approaches to multiplexed diagnostics (multiple analytes on one DNA template) 

or DNA data storage, where the sample area could be spatially divided into sectors and 

folders, with the data stored in individual molecules acting as files. 

In principle, SICS is able to detect any substrate-conjugated molecule; it has the 

potential to detect DNA and RNA at very low concentrations. In a diagnostic setting, the 

main factors determining its concentration detection limit are the efficiency of conjugate 

binding, the binding kinetics, and the capture efficiency. The demonstrations presented here 

constitute a fraction of DNA-based systems, and the full extent of molecules and 

biopolymers that SICS can be applied to are yet to be explored. 

Currently, we used glass capillaries shrunken down with SEM to nanopore size. 

Fabricating these glass nanopores in a reproducible way remains a challenging task. It 

offers, however, the possibility to tune the nanopore size depending on the application. 

Whereas we preferred smaller nanopores for our DNA template-based (DNA rulers, DNA 

gaps) experiments, DNA/protein complexes often require bigger pores. The conical shape 

of the glass nanopores intrinsically limits the axial resolution of our measurements. 

Nevertheless, through the drastic increase of SNR, we could detect down to single 

nucleotide gaps in dsDNA. Additionally, SICS measurements could benefit from the fact 

that our SICS setup is integrated with a state-of-the-art optical microscope, enabling Förster 

resonance energy transfer (FRET)244, single-molecule localization microscopy (SMLM)245 

and DNA-PAINT (DNA-based Point Accumulation for Imaging in Nanoscale 

Topography)246 experiments. 

Compared to other nanopore detection techniques, glass nanopores are more 

difficult to parallelize. This drawback, however, is partially mitigated by the ability to do 

spatial multiplexing, meaning that one glass nanopore could probe thousands of molecules 

arranged on the surface. The spatial multiplexing combined with the sub-nanometer 

resolution could be used in conjunction with micro-array technologies to enable screening 

of DNA, improving point of care devices, or enabling high-density, addressable DNA data 

storage. The basis of SICS, the mechanical control of the translocation, could also be 

realized using solid-state nanopores in MEMS devices. 

Integrating biological nanopores into the opening of the glass capillary247 could combine 

the benefits of biological nanopores (high resolution and reproducibility) with the benefits 

of SICS (molecule independent speed control and multiple readings per molecule). We 
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expect this to greatly enhance the suitability of nanopores for the sequencing of peptides 

and proteins. 

 

7.5. Methods 
 

 SICS system and controlled translocation measurements 

The SICS system is based on a high-speed scanning ion conductance microscope 
(HS-SICM) that we developed recently172. We modified our HS-SICM with the addition of 
a closed loop, long-range XYZ piezo scanner to precisely control the pipette motion and 
perform mapping curves in a similar way as done in AFM25. This enabled us to spatially 
select single molecules to translocate them at a controlled speed. In order to capture selected 
molecules, a bias is applied between two Ag/AgCl electrodes across the glass nanopore 
used in our system. When a positive bias is applied on the negatively charged DNA 
molecule tethered on the glass surface, the resulting force will pull the molecule through 
the nanopore, until the molecule is stretched between the surface and the nanopore. By 
moving the nanopore with respect to the surface, the conductance signature of the molecule 
inside the nanopore can be measured as a function of distance along the molecule, detecting 
specific features on the single molecule. The 3D nanopositioner used to translocate the 
molecules through the nanopore is a piezo-nanopositioning stage with 10 µm Z travel range 
and 100 µm X-Y travel range (P-733 Piezo NanoPositioner, Physik Instrumente), driven 
by a low-voltage piezo amplifier (E-500 Piezo Controller System, Physik Instrumente). The 
3D nanopositioner was assembled in a custom-built micro translation stage, mounted atop 
an inverted Olympus IX71 microscope body. Thus, the SICS system enabled correlative 
fluorescence microscopy with a four-color (405 nm, 488 nm 561 nm, 647 nm) pigtailed 
Monolithic Laser Combiner (400B, Agilent Technologies), controlled by a custom-written 
LabVIEW software. An integrated sCMOS camera (Photometrics, Prime 95B) and 
Micromanager software were used to acquire images. The controlled translocation current 
signal was amplified by a transimpedance amplifier NF-SA-605F2 (100 MΩ gain, NF 
corporation) with a bandwidth of 10 kHz. The SICS controller was implemented in 
LabVIEW on a NI USB-7856R OEM R Series (National Instruments, Austin, TX, USA), 
to perform high-precision conductance-distance measurements and spatial mapping 
(conductance-volume mapping), similar to AFM force volume mapping240, with a sampling 
rate up to 1 MHz. The controlled translocations were generated in 0.2 - 1 M KCl solution 
for bias ranging from 50 mV to 600 mV, while free translocations were generated in 1 M 
KCl and 4 M LiCl for bias ranging from 500 to 600 mV. Bias below 50 mV prevents the 
capture of the molecule, while bias above 600 mV leads to frequent contamination events 
and detachment of molecules. 

 

 Data processing and analysis 

Controlled translocation curves were processed with a custom-written Python 
program which was used to automatically filter data, align different molecules, and 
calculate signal parameters. Single conductance-distance curves were averaged by a 
savitzky-golay filter with a window size of 1 nm. The root-mean-square conductance noise 
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(RMS) measured corresponds to the square root of the average squared value of the 
conductance fluctuations from the mean conductance in a 20 nm range. To calculate the 
precision and compare controlled translocations with free translocations we used the 
relative standard deviation: RSD = (standard deviation ÷ average) × 100. Fluorescence 
image data analysis was performed using Fiji software156 and AFM images were processed 
with Gwyddion software155.  

 

 Fabrication and characterization of nanocapillaries 

Nanocapillaries were fabricated using a CO2-laser puller (P-2000, Sutter 
Instrument). Quartz capillaries with 0.5 mm outer diameter and 0.2 mm inner diameter were 
bought from (Hilgenberg GmbH). Before the pulling process, all capillaries were cleaned 
with 99 % acetone, 99 % ethanol, MiliQ water (Millipore Corp), and again with 99 % 
ethanol by sonication in each solution for at least 10 min. After washing, nanocapillaries 
were dried in a desiccator for 1-2 h until they were completely dry and cleaned for 10 min 
in oxygen plasma. After the fabrication, nanocapillaries were characterized by a scanning 
electron microscope (Zeiss, Merlin). Nanocapillary diameters were confirmed using SEM, 
and as expected, under relatively high imaging current (400 pA), capillaries under 40 nm 
shrunk due to electron beam heating-induced effects127. Diameters of all nanocapillaries 
were measured manually based on SEM images, using Fiji software156. See shrinking 
procedure and pore radius measurement in Figure S7.13. 

 

 Nanocapillary filling procedure 

After SEM imaging, nanocapillaries were placed on the cover-glass with double-
sided polyimide (Kapton) tape or a specially designed holder fabricated from PEEK plastic. 
Nanocapillaries were then cleaned with oxygen plasma (Femto A, Diener electronic 
GmbH) for 300 s at the maximum power setting. Immediately after, the nanocapillaries 
were immersed in a 400 mM or 1000 mM KCl solution and placed inside the desiccator 
connected to a vacuum pump. Nanocapillaries were kept under low-pressure (1-10 mbar) 
for 10 min to pre-fill them and avoid the formation of air bubbles in the thick end of the 
capillaries. Then they were imaged with an inverted brightfield microscope to confirm pre-
filling. After, the nanocapillaries were placed inside a microwave oven (MW 1766 EASY 
WAVE, P = 700 W, λ= 12.23 cm). The highest power setting was always used. Microwave 
radiation was applied in heating cycles to heat the solution until its boiling point. The 
heating duration varied based on the volume and temperature of the solution. The first 
heating phase took (30-60 s), and subsequent heating phases were significantly shorter (5-
10 s) due to the increased temperature of the capillary immersion solution. Heating was 
always stopped at the boiling point of a solution in order to minimize evaporation127. Short 
10-20 s pauses were made in between heating steps to allow for the gas to dissolve into the 
solution. At least 3 heating cycles were performed to complete the filling of the 
nanocapillary batch153. After the procedure, capillaries were kept at 4 °C and the buffer was 
exchanged after a few hours to ensure the salt concentration was not affected by 
evaporation. For storage, nanocapillaries were kept at 4 °C in sealed chambers for up to 
one year. 
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 Lambda DNA preparation 

10 kilobase long λ-DNA was prepared from full-length phage λ-DNA (New 
England BioLabs) by performing polymerase chain reaction (PCR) using one primer 
(Microsynth) with a biotin tag on the 5' end and the second one without biotin at the 3'. 
PCR was performed using a LongAmp DNA polymerase (New England BioLabs) 
following the protocol from the manufacturer. The reaction mixture was purified using PCR 
and a Gel Cleanup kit (Qiagen) from the agarose gel according to the protocol from the 
manufacturer. The length of the 10 kb λ-DNA product was verified with an agarose gel 
electrophoresis and the concentration was measured with a NanoDrop 1000 spectrometer. 

 

 gRNA preparation and immobilization 

10kb long λ-DNA was screened for the presence of PAM motifs 5′X20NGG3′ and 
two targets separated by 5374 bp were selected. Single guide RNAs (gRNAs) were 
designed to be complementary to the 2 adjacent 20 bp PAM motifs previously selected on 
the λ-DNA. gRNAs were prepared by in vitro transcription of dsDNA templates carrying 
a T7 promoter sequence. Transcription templates were generated by PCR amplification of 
ssDNA templates containing the T7 binding site, 20 bp sequence complementary to the 
DNA target site, and sgRNA scaffold sequence using Phusion High-Fidelity DNA 
Polymerase (New England Biolabs). The gRNAs were synthesized by in vitro transcription 
using the MEGAshortscript T7 Transcription kit (Thermo Fisher) according to the 
manufacturer’s conditions. The gRNAs were treated with Turbo DNase (Thermo Fisher) 
and MEGAclear Transcription Clean-Up Kit (Thermo Fisher) was used for purification 
according to the protocol provided by the manufacturer. The concentration of purified 
gRNAs was measured with a NanoDrop 1000 spectrometer and the length and quality of 
the sgRNA were estimated by agarose gel electrophoresis. sgRNA samples were kept at -
20 °C for a maximum time of 48h until further use. 

 

 dCas9-DNA complex formation 

A commercially available inactive mutant of Cas9 nuclease (dCas9) with N-
terminal SNAP-tag (EnGen Spy dCas9) was acquired from New England Biolabs. The 
protein was labeled with SNAP-Surface Alexa Fluor 647 labeling kit (New England 
Biolabs) according to the protocol provided by the manufacturer. The unreacted substrate 
was removed by the size exclusion column. Finally, fluorescently labeled dCas9 was 
incubated with gRNA in 1× NEBuffer 3.1 (New England Biolabs). 1 nM dCas9 was 
incubated with 10 nM gRNA for 30 min at 37 °C on an orbital shaker. 0.5 units of RNase 
inhibitors (Thermo Fisher) were used to prevent the degradation of RNA. After incubation, 
DNA was added at the final concentration of 50 pM and the mixture was further kept for 
30 min at 37 °C on an orbital shaker. Schematics of the final constructs are shown in Figure 
S7.1a and dCas9-DNA binding controls were performed with AFM (Figure S7.14). 
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 DNA ruler construct 

DNA ruler constructs were prepared using previously published protocol236. The 
DNA ruler was synthesized by cutting circular 7249 base M13mp18 ssDNA (New England 
Biolabs) using the enzymes EcoRI and BamHI to form a linear ssDNA chain 7228 bases in 
length. The final scaffold was then purified and mixed in a 1:5 ratio with 212 
oligonucleotides that formed a double-strand with six equidistant zones of dumbbell 
hairpins. The mixture is then annealed and purified. The final construct contains 6 markers 
with 8 dumbbells each. Markers are equally positioned in intervals of 1032 bp (See Figure 
S7.3). 

 

 DNA gap construct 

DNA gap constructs were generated using modified 9 kb plasmids. In short, the 
pPIC9K plasmid (Invitrogen) was mutated using Q5 Site-Directed Mutagenesis (New 
England BioLabs) to insert two restriction sites specific for the nicking endonuclease 
Nt.BbvCI (New England BioLabs). Four plasmids were engineered with restriction cut sites 
that were 80, 40, 20, or 12 nt apart and that flanked an EcoRV restriction site. To generate 
a specific DNA gap fragment, the corresponding purified plasmid was first linearized by 
restriction digestion and biotin-labeled using Biotin-11-dUTP (ThermoFisher) and Klenow 
fragment (New England BioLabs). The DNA fragments were then digested with Nt.BbvCI 
to obtain single-strand breaks (nicks) and gapped by repeated (3x) heating cycles (90 °C, 
60 sec; 60 °C, 10 min; 37 °C, 20 min) in the presence of a single-stranded competitor 
oligonucleotide (i.e. complementary to the DNA sequence comprised between the nicks)248. 
Finally, the construct was digested with EcoRV to eliminate ungapped fragments249 
analyzed on a 1 % agarose gel and purified (Monarch DNA gel extraction kit, New England 
BioLabs). The final dsDNA constructs were 8’750 base pairs long with biotin attached on 
one end, and a gap of 80, 40, 20, or 12 nucleotides (See Figure 7.3 and Figure S7.6). The 
sequence of the single-stranded stretches in the gap constructs were:   80 nt: 
GGTAAATTTCACGTTTAAAATCAGCGTACCTTTTTCTCGATATCGCATCTCCGC
AAATTTCTCTAAAACAAGATAGCTGA; 40 nt: 
GGGCGTACCTTTTTCTCGATATCGCATCTCCGCAAGCTGA; 20 nt: 
GGTTCTCGATATCGCGCTGA; 12 nt: GGATATCGCTGA. Occasionally we observed 
hairpins during SICS experiments in samples measured right after incubation at 4°C (See 
Figure S7.15). 

 

 Oligonucleotide-DNA gap template construct 

In order to create gaps of shorter length, we created a library of complementary 
DNA oligos of different lengths that were hybridized on already existing dsDNA with a 
gap (See SI Table 1). In this way, we got gaps of smaller sizes that can be found in the 
table. We hybridized them by mixing the ~9 kb dsDNA gap templates (20, 40, 80) with the 
oligo (termed gap adaptor) at a 1:100 ratio, and placing it in a thermocycler with the 
following program: the sample was heated at 70 °C for 5 min and afterward ramped down 
1 °C  for 1 min per cycle, over 60 cycles.  
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 Imaging chambers for DNA immobilization 

The imaging chambers that are compatible with single-molecule fluorescence and 
single-molecule scanning ion conductance microscopy imaging were fabricated from high 
precision No. 1.5 borosilicate 25 mm coverslips (Marienfeld). Coverslips were cleaned 
with ethanol, then MiliQ water, dried with nitrogen flow, and cleaned with oxygen plasma 
(Femto A, Diener electronic GmbH) at maximum power for 660 s. After cleaning the open 
circular chamber made from a 1 mL pipette tip was glued on top with polydimethylsiloxane 
(PDMS), forming the final assembly. Fabricated chambers were kept in sealed petri-dishes 
until further use. For multiplexing, we made four small chambers (each of 5 μl volume) 
located on the same coverslip (see Figure 7.3). In the same way, adopting the robotic 
spotting methodology used in the preparation of microarrays250, on a single 25 mm 
coverslip, one could accommodate more than 400 000 samples in the same buffer 
conditions.  

 

 Surface immobilization 

100 µL of 1 mg/ml of BSA-Bt (Sigma-Aldrich) in PBS was incubated for at least 1 
h in plasma-cleaned chambers to achieve the full glass surface coverage. Samples then were 
washed 10× with PBS by exchanging half of the solution, but without drying a surface. 
Samples then were incubated with 0.1 mg/ml of streptavidin (Sigma-Aldrich) for 1 h, 
followed by a 10× wash with PBS. Finally, 10-100 pM of DNA molecules were incubated 
for 1 h, followed by 10× wash with PBS or 3.1 NEBuffer. Samples were kept at 4 °C until 
use. The solution in the imaging chambers was exchanged by performing an additional 10× 
wash before imaging. The final imaging solutions are described in the imaging and SICS 
sections. We noticed that samples have not shown signs of degradation even after one year 
if kept at 4 °C in sealed petri-dishes that eliminate water evaporation.  

 

 Single-molecule fluorescence imaging 

To optimize the surface density of DNA and to perform a control of dCas9 binding, 
samples were first imaged with a single molecule fluorescence microscope149(See Figure 
S7.16). For single-molecule imaging and to prevent photobleaching, a reductive/oxidative 
system (ROXS) based on glucose oxidase and catalase was used. Final buffer composition 
consisted of 2 mM TROLOX, 40 mM TRIS, 400 mM KCl, 1 % of glucose, 120 units/ml 
of glucose catalase, 15 units/ml. Buffer was filtered with a 200 nm filter. Imaging was 
performed in a sealed chamber to avoid oxygen exposure. All chemicals were acquired 
from (Sigma-Aldrich) unless stated otherwise. 
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7.6. Supporting information 

Figure S7.1. Binding specificity of dCas9 on DNA with SICS. 

Figure S7.2. Correlative single-molecule fluorescence and SICS measurement. 

Figure S7.3. Design of the DNA ruler construct. 

Figure S7.4. Free translocation traces with glass nanopores of a DNA ruler with markers 
equally spaced along the DNA contour, highlighting the low detectability originated from 
the uncontrolled velocity. 

Figure S7.5. Controlled translocation of 10 molecules, each scanned multiple times. The 
corresponding average of 10 curves generated in each molecule is shown in white 
(Averaged to 1 nm). 

Figure S7.6. Procedure for custom-designed DNA gaps. 

Figure S7.7. Ratio of the dsDNA to ssDNA conductance change for translocations on 80 
nt DNA gaps. 

Figure S7.8. SICS translocation of the DNA gap construct containing the 80 nt gap, with a 
tunable bias for a constant speed of 1 μm/s. 

Figure S7.9. Bidirectional readings with SICS. 

Figure S7.10. Probability density map on the same 80 nucleotide gap. 

Figure S7.11. Improvement of the translocation SNR and detection of amplitude error by 
averaging multiple traces from the same feature on the same molecule. 

Figure S7.12. Amplitude of the detected gaps (ΔGgap) vs gap length (in nucleotides) with 
different pipettes represented in different colors. 

Figure S7.13. Shrinking procedure and pore radius measurement. 

Figure S7.14. Atomic force microscopy imaging of DNA-dCas9 complex. 

Figure S7.15. Hairpin formation in DNA gap molecules. 

Figure S7.16. Imaging of DNA tethered on a glass coverslip with a widefield fluorescence 
microscope 

 

 

 

 

 

 

 



119 
 

 

Figure S7.1. Binding specificity of dCas9 on DNA with SICS. a) Design and construct of 
10 kb long λ-DNA to test dCas9-DNA complexes with different RNA guides (gRNA). b) 
SICS mapping (10 × 10) of  DNA-dcas9 complexes over a 40 x 40 μm2 area detecting dCas9 
binding specificity. In this proof-of-principle measurement, two gRNA were tested. c) SICS 
conductance-distance curve of a λ-DNA molecule translocated without dCas9/gRNA. d) 
Shows the detection of dCas9/gRNA1. e) Shows the detection of dCas9/gRNA2. These 
experiments were performed with 200 mV bias in 0.4 M KCl, pH=7.4. 

 

 

 

Figure S7.2. Correlative single-molecule fluorescence and SICS measurement. A single 
widefield image showing the surface-immobilized DNA-dCas9 complex labeled with Alexa-
647 dye. a) Single-particle tracks in different colors. b) DNA-dCas9 complex zoom-in. c) 
Band-passed image from (b) for improved visualization of the protein. d) A repetitive (n=5) 
correlative recording of conductance (top) co-aligned with fluorescence intensity (bottom) 
measured from the location marked in (b) plotted in blue and fluorescence intensity from 
the background plotted in red. The conductance signal is inverted in this plot. Light red 
shows a conductance recording at 0.01 samples/nm and dark red trace shows the signal 
with an average window of 1 nm. 5 approach-retract curves were acquired at the same spot 
marked in (b). The yellow circle marked in (b) also signifies the approach point of the glass 
nanopore. High concentration of free proteins used in the oxygen-scavenging system can 
influence the conductance signal in SICS, and cause sticking and clogging events. 
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Figure S7.3. Design of the DNA ruler construct. a) Schematic of a DNA structure composed 
of 7’228 base pairs in length with 6 markers separated by equal 1032 bp intervals. b) Each 
marker contains 8 DNA dumbbell hairpin motifs (in orange), which are joined to the 
backbone (M13mp18 in blue). The designed dumbbells and the complementary 212 ssDNA 
(in red) formed the final dsDNA ruler. (see methods section for more details). c) Base 
sequence of the dumbbell hairpin motif composed of two 10 bp sections. 
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Figure S7.4. Free translocation traces with glass nanopores of a DNA ruler with markers 
equally spaced along the DNA contour, highlighting the low detectability originated from 
the uncontrolled velocity. a) Schematic of a free-translocation of a molecule diffused in 
solution, with the corresponding signature that displays different velocity during 
translocation (different intra-event intervals τ). b) Free translocations in 1M KCl with 500 
mV bias. c) Free translocations in 4 M LiCl. This Figure highlights the challenges of free 
translocations in detecting topological features along DNA molecules with 600 mV bias. 
KCl medium has been shown to increase the SNR of the conductance signal compared with 
other salts (NaCl and LiCl)13 but the translocation speed is too high to detect the features. 
4M LiCl medium is typically a good alternative to slow down translocation speed, but the 
detection is still limited and translocations of folded molecules are recurrent (panel b - on 
top).  
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Figure S7.5. Controlled translocation of 10 molecules, each scanned multiple times. The 
corresponding average of 10 curves generated in each molecule is shown in white 
(Averaged to 1 nm). Molecules were measured with several pipettes: Molecules 1 and 2 
with a 16 nm radius pipette; Molecule 3 with a 14 nm radius pipette; Molecules 4 and 5 
were acquired with a 13 nm radius pipette; 6 and 7 with a 10 nm radius pipette; 8, 9 and 
10 with a 8 nm radius pipette. Light red shows a conductance recording at 0.01 samples/nm 
and dark red trace shows the signal with an average window of 1 nm. 
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Figure S7.6. Procedure for fustom-designed DNA gaps. a) We modified a 9 kb circular 
vector to introduce two Nt.BbvCI restriction sites flanking an EcoRV restriction site. First, 
the vector is linearized using digestion with EcoRI. Digestion with the nicking enzyme 
Nt.BbvCI introduces single-strand breaks in dsDNA and allows for subsequent elimination 
of the single-stranded DNA comprised between the nicks. The EcoRV site between 
Nt.BbvCI sites are used to eliminate ungapped molecules. Indeed, upon successful gap 
formation, EcoRV will not recognize the (now single-stranded) restriction site. In contrast, 
if gap formation fails and the fragment remains ungapped, digestion with EcoRV will 
generate two fragments of smaller sizes that can easily be eliminated. b) Construct 
characterization using electrophoresis on an agarose gel. Lane 1: Biotinylated, gapped 
DNA purified, after additional digestion with EcoRV. Additional digestion with EcoRV 
cannot cut DNA at the gap because  EcoRV only hydrolyzes double-stranded DNA. Thus, 
the ~9kb fragment is left intact. There might still be a minority fraction of fragments that 
do not contain the gap which gives rise to two smaller linear fragments (see two faint bands 
below the main band). Lane 2: If the engineered vector is digested with EcoRV before gap 
formation, it produces two linear fragments, (that appear like a single, thick band on the 
picture), as expected. Lane 3: Undigested engineered vector. 

 

 

 

 

 

Figure S7.7. Ratio of the dsDNA to ssDNA conductance change for translocations on 80 nt 
DNA gaps. Light red shows a conductance recording at 0.01 samples/nm and dark red 
trace shows the signal with an average window of 1 nm. N=10. 
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Figure S7.8. SICS translocation of the DNA gap construct containing the 80 nt gap, with a 
tunable bias for a constant speed of 1 μm/s. a) SICS curves with a 13 nm radius pipette. In 
dark red is the average of 10 curves for each bias, and in light red is the overlay of 10 
curves, at 0.01 samples/nm. b) SNR of averaged translocations vs applied bias. The error 
bars represent the standard deviation and the center is the mean SNR of the same detected 
gap at different bias, N = 10 for each bias. 

 

 

 

 

Figure S7.9. Bidirectional readings with SICS. This Figure shows the color-coded 
probability density map (N = 100 curves) of forward (left panel) and backward (right 
panel) controlled-translocations curves of 80 nt and 12 nt DNA gaps at 1 μm/s 
translocation velocity with 12 nm radius pipette, 0.01 samples/nm, N  = 100;. The colormap 
represents the normalized probability of occurrence for a conductance value at a 
corresponding distance, 0 – 0.8 range. The capability to have control over the pulling 
directionality allowed us to observe DNA hairpins at 4 °C see Figure S7.15. 
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Figure S7.10. Probability density map on the same 80 nucleotide gap. a) 1000 readings/of 
the same single-molecule molecule. b) 100 readings/of the same single-molecule. The 
linear colormap represents the normalized probability of occurrence for a conductance 
value at a corresponding distance, 0 – 1 range. 10 nm glass nanopore radius at 1 μm/s 
translocation velocity, signal average window of 1 nm. 

 

 

 

 

 

Figure S7.11. Improvement of the translocation SNR and detection of amplitude error by 
averaging multiple traces from the same feature on the same molecule. a) Average of 1000 
curves on the same 80 nt gap at 1 μm/s translocation velocity, recording 0.01 samples/nm 
with 10 nm radius pipette and 300 mV bias in 1 M KCl. b) RMS noise measured in 20 nm 
range, blue dashed lines in panel (a). c) Standard error of the detected gap amplitude, 
green arrows in panel (a). 
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Figure S7.12. Amplitude of the detected gaps (ΔGgap) vs gap length (in nucleotides) with 
different pipettes represented in different colors. The error bars represent the standard 
deviation and the center is the mean amplitude of the detected gap (N = 40 for 7 nm radius 
pipette 2, and N = 10 for the other pipettes).  
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Figure S7.13. Shrinking procedure and pore radius measurement. a) Pre-shrunk capillary 
and b) Shrunk capillary with their respective intensities across the pore. The pore edge is 
defined as the point where the intensity drops to 80% of the baseline intensity value. Scale 
bars = 100 nm. 

 

 

Figure S7.14. Atomic force microscopy imaging of DNA-dCas9 complex. a) AFM image of 
10 kb long DNA incubated with dCas9 and gRNA, demonstrating that AFM analysis is not 
feasible on long DNA molecules. b) A negative control experiment with an absence of gRNA 
with no observed dCas9 binding. c) A positive control, with gRNA present in a solution 
with a dCas9 binding event in a field-of-view (red arrow). 
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Figure S7.15. Hairpin formation in DNA gap molecules. a) Design of a DNA gap construct 
(40 nt gap) with the formation of a hairpin and a SICS conductance-distance curve in red. 
Light red shows a conductance recording at 0.01 samples/nm and dark red trace shows the 
signal with an average window of 1 nm. Prediction of secondary structures and Gibbs free 
energy values (ΔG) at 4°C for the sequences of the single-strand DNA stretch in four DNA 
gap constructs: 12 nucleotide gap b), 20 nucleotide gap c), 40 nucleotide gap d), and 80 
nucleotide gap e). This Figure highlights the formation of hairpins that were observed 
during SICS experiments, in samples measured right after incubation at 4°C. The 
experiments were performed with 300 mV bias in 1 M KCl. The bidirectional capability of 
SICS (Figure S7.9) is relevant in this application as it allows us to exploit the balance 
between drag and electrophoretic force. Decreasing the total force acting on the molecule 
in the backward direction allowed us to observe a prominent peak (a) that we assigned to 
the hairpin formation. In forward direction, the total force is high enough that our data are 
similar to the results shown in the main Figures after samples have been brought to room 
temperature (Figure 7.3 and 7.4). 
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Figure S7.16. Imaging of DNA tethered on a glass coverslip with a widefield fluorescence 
microscope. The different BSA-Bt tether concentrations indicated above (1, 5, 10, 100 pM). 
100 pM DNA solution and 5 nM YOYO-1 dye was used for all experiments. DNA surface 
densities were calculated using a single-molecule localization approach. DNA surface 
density values were found to be (from left to right): 0.09, 0.22, 0.24, 0.44 DNA molecules 
per μm2. 
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Chapter 8 
 

Conclusion and Future Developments 

8.1. Time-resolved SICM instrumentation for high-speed imaging 

The main achievement of the thesis was the development of a time-resolved SICM 

microscope from concept to prototype to spatiotemporally resolve biological processes. 

The new design and instrumentation integration resulted in a microscope that can visualize 

3D processes at sub-5nm axial resolution on the cell membrane for temporal ranges of sub-

second to days without interfering with the live cell. 

Researchers have shown that SICM does not need to be a slow imaging technique, 

in our high-speed SICM approach I intended to expand other capabilities that are important 

to study processes on live cells but constraint the high-speed design. The design constraints 

were addressed by implementing advances in nanopositioning, controls theory, 

microelectronics, and nanopore fabrication. The nanocapillary probe actuator was designed 

to maximize the actuation range and the resonance frequency for the probe nanopositioning. 

To control the probe positioning at high-speed, I implemented an adaptive hopping mode 

and data-driven controller for fast probe actuation without exciting resonances. In addition, 

I integrated a high-gain, low input-noise, bandwidth extended CMOS transimpedance 

amplifier to convert pico-ampere current-to-voltage that improved the setpoint detection on 

biological surfaces. These implementations enabled large imaging volumes of 

100×100×20 μm3 in the XYZ dimension while keeping a fast probe actuation. For high-

resolution imaging, I utilased glass nanopores with a 10-15 nm radius that were fabricated 

using an electron beam. The integration of these methods resulted in the development of a 

high-speed SICM system that can generate images up to 0.5 ms per frame while 

maintaining cell viability during measurements. With the implementation of this system, I 

was able to monitor and analyze nanoscale processes through high-speed imaging and gain 

insights into the intricate dynamics of cellular networks through large imaging volumes. 

The ultimate goal of microscopists is to augment human visual capabilities to 

perceive objects beyond the limits of naked-eye resolution. Remarkable advancements have 

been made in super-resolution microscopy, electron microscopy, and scanning probe 

microscopy to achieve exceptional levels of resolution. Nevertheless, many high-resolution 

imaging techniques generate images that are not readily comprehensible to the human 

brain. SEM in a noteworthy example of microscopy which produces instantly recognizable 

3D images due to our brain's innate ability to interpret them as three-dimensional objects 

with lighting and shading. This is a key factor contributing to the widespread utilization of 

SEM as a high-resolution microscope. Thus, another important aspect of the SICM system 
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presented here is data visualization, as I developed a display process that produces easily 

recognizable 3D images.  

8.2. Time-resolved SICM for studying live cell biology at the nanoscale 

To demonstrate the new imaging capabilities of time-resolved SICM, I collaborated 

with cell biologists and microbiologists to study dynamic processes on cell membranes, 

morphological changes in cancer cells, and host-mammalian cell infection with bacteria. I 

was able to track the dynamics of circular dorsal ruffles (CDRs) that impact cell infection 

and cancer progression but whose mechanisms of formation are poorly understood. I 

resolved the 3D structure of CDR assembly with unprecedented three-dimensional 

resolution at fast frame rates, co-localizing the formation of stress fibers with the ring 

wave’s dynamics. Visualizing these structures in great detail opens the doors for 

comprehensive and quantitative biophysical studies of CDR mechanisms of formation, as 

previous fluorescence microscopy approaches lacked axial resolution251. It will help 

researchers to better understand how these internalization processes are hijacked by 

pathogens such as viruses and bacteria to infect humans.  In addition, I also followed 

morphological changes in melanoma cells upon treatment with Forskolin, a drug shown to 

reduce resistance to immunotherapy143. Our data revealed a substantial increase in the 

surface area after treatment that possibly indicates increased immunogenicity, yielding 

higher success rates in the treatment. Another relevant application was imaging bacteria-

host infection in the human cell membrane. Time-resolved SICM enabled the visualization 

of bacterial adhering and dividing directly on the host cell membrane. The observations 

suggest that these engulfment processes could be related to bacteria shape that triggered the 

internalization through the human cell. It points to a critical role of the 3D structure of 

bacteria in successfully infecting cells and highlights how time-resolved SICM has the 

potential to study elusive mechanisms of infection. 

8.3. Combined super-resolution optical imaging with time-resolved 
SICM  

Another significant contribution of the thesis was combining time-resolved SICM 

with super-resolution fluorescence. In this collaborative project with Radenovic lab, I 

implemented a SR method based on SOFI into the SICM system to perform 3D imaging 

with mitigated phototoxic effects, requiring low laser intensity and acquisition time. While 

SOFI provided the visualization of the cytoskeleton protein architecture with a lateral 

resolution of 72 ± 3 nm, time-resolved SICM provided structural information on cell 

membrane morphology, such as microvilli and filopodia (with lateral resolution in the same 

range as SOFI and axial resolution below 5 nm). To demonstrate the capabilities of the 

combined method, I performed imaging to correlate membrane surface dynamics (TR-

SICM) with actin cytoskeleton architecture (SOFI) in living cells with subdiffraction 
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resolution. I showed that time-resolved SICM could be efficiently combined with SR 

methods to become a routine tool in studying membrane processes of living cells. However, 

only short-period processes can be imaged, as the phototoxic effects of SR imaging were 

still obvious for prolonged imaging time. Hence, the integration of SICM and fluorescence 

imaging for high-resolution analysis in live cell studies is still in need of significant 

advancements to effectively investigate extended-time processes, such as morphological 

changes and cytoskeleton rearrangement in cellular differentiation. 

8.4. Single-molecule spectroscopy with time-resolved SICM 

The outcome of the thesis goes beyond imaging of living cells with the development of a 

high-speed SICM system; Time-resolved SICM is also a nanoprobe-positioning platform 

that can be modified and adapted to a broad range of measurements, from tissue and live 

cell imaging to single-molecule spectroscopy. The final significant result of the thesis was 

adapting the time-resolved SICM to control and detect individual molecules with 

unprecedented precision. This new type of measurement is dubbed scanning ion 

conductance spectroscopy (SICS). SICS overcomes critical limitations in nanopore 

technology by enabling a controlled translocation with constant velocity and averaging 

thousands of readings on the same molecule. I showed thtat the system can perform up to 

100,000 readings per experiment, it can generate translocations at a scanning rate of 4 

readings/s, and it can detect features in DNA down to 3-angstrom.  I also showed the 

application of SICS to detecting topological features in complex DNA structures, 

demonstrated on DNA-dCas9 complexes, hairpin formation, molecular rulers, and dsDNA 

gaps, achieving single-base gap detection in dsDNA for the first time reported. SICS's 

precision and detection capabilities promise exciting applications in several fields, from 

biophysics to diagnostics and peptide sequencing. Nevertheless, in this demonstration, I 

used the inherent glass nanopore of SICM nanocapillary probe. Macazo et al. and Shi et al. 

have shown the integration of ion channels into the SICM probe252,253 which highlights the 

possibilities of integrating biopores in the SICS system for expanded the applications such 

as peptide sequencing. 

8.5. Future developments 

Time-resolved SICM is a promising tool for studying nanoscale processes in cell 

biology and single molecules. Nevertheless, the temporal resolution has margin to be 

improved, as acquiring images at faster frame rates is essential to track biological processes. 

The mechanical actuator can be redesigned to extend the resonance of 13 kHz, increasing 

the effective hopping rate without exciting resonances. In addition, the transimpedance 

amplifier implemented in the system can also be improved in terms of input noise to 

increase the signal-to-noise (SNR) ratio. Improving the SNR during scanning will benefit 

the performance of the adaptive hopping and help in integrating efficient SICM scanning 
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controllers. The implemented adaptive hopping mode scanning controller can also be 

improved by predicting de approach-curve shape to detect the surface position more 

accurately. These improvements would ultimately lead to faster image acquisition and 

higher resolution. 

The combination of SICM with super-resolution optical microscopy is a promising 

area that will offer new insights into eukaryotic membrane processes with three-

dimensional nanometer detail. However, SR methods have a significant negative impact on 

cell viability. Combining SICM with immerging optical techniques that are less phototoxic 

while keeping a high resolution in the axial direction is the key to future applications in live 

cell imaging. Additionally, the SICM field has developed rapidly in recent years, with many 

additional measurement capabilities being added, such as sample stiffness, surface charge, 

and local pH. Combining these developments with time-resolved SICM will provide further 

insights into biological processes at the nanoscale.  

This thesis also addresses single-molecule detection with SICM. The ability to 

control the translocation speed and multiple average readings of the same molecule has 

resulted in two orders of magnitude increase in signal-to-noise ratio compared to 

conventional free translocation. Nevertheless, the SNR could be potentially improved with 

AC modulation and the fabrication of smaller pores. Moreover, the increased detection 

capability with SICS demonstrated with glass nanopores can be transferable to other solid-

state and biological nanopore methods, which could significantly improve diagnostic and 

sequencing applications. Besides enabling more detailed biophysical studies in dsDNA 

systems, this method will be particularly beneficial for high‐throughput screening (HTS) 

assays, point‐of‐care devices, and high-density, addressable DNA data storage. SICS also 

shows great potential for implementation in single protein sequencing and identification of 

posttranslational modifications. 

Another important future direction is turning the time-resolved SICM system into 

an open-source technology platform. This thesis already shows the flexibility of adapting 

the time-resolved SICM from topography imaging to multiparametric and single-molecule 

spectroscopy, which are entirely different measurements, even though implemented in the 

same system. Sharing designs and documentation with the scientific community will help 

researchers adapt our microscope to different applications.  
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Chapter 9 
 

Scientific Contributions 
In this section, the description of my scientific contributions during my doctoral studies 
and thesis work is listed below chronologically. 

1. Reducing Uncertainties in Energy Dissipation Measurements in Atomic Force 
Spectroscopy of Molecular Networks and Cell-Adhesion Studies.  
Biswas, S.*; Leitao, M. S.*; Theillaud, Q.; Erickson, B.; Fantner, E. G.;  
Scientific Reports 2018, 8, 9390. 
 
I am the co-first author of this manuscript. I contributed to the development of the 
Matlab script for correcting energy dissipation measurement. I designed and 
performed force spectroscopy experiments on cell-adhesion studies. I performed 
data analysis and made figures. I wrote the manuscript with Soma Biswas. 
 

2. High-Throughput Nanocapillary Filling Enabled by Microwave Radiation for 
Scanning Ion Conductance Microscopy Imaging.  
Navikas, V.; Leitao, M. S.; Marion, S.; Davis, S.; Drake, B.; Fantner, E. G.; 
Radenovic, A.;  
ACS applied Nano Materials 2020, 3, 8, 7829-7834. 2020. 
 
I designed experiments to record and understand the process behind the 
nanocapillary filling process enabled by microwave radiation. I built a custom-made 
nanocapillary imaging chamber to record in real-time the filling process. I 
performed electrical characterization of the nanocapillaries and SICM imaging with 
the small glass nanopores. 

 

3. Time-Resolved Scanning Ion Conductance Microscopy for Three-Dimensional 
Tracking of Nanoscale Cell Surface Dynamics.  
Leitao, M. S.; Drake, B.; Pinjusic, K.; Pierrat, X.; Navikas, V.; Nievergelt, A.; 
Brillard, C.; Djekic, D.; Radenovic, A.; Persat, A.; Constam, S.; Anders, J.; Fantner, 
E. G.;  
ACS Nano 2021, 15, 11, 17613–17622.  
 
I am the first author of this manuscript, presented as a main contribution in the 
thesis, Article-Chapter 3. 
 

4. Correlative 3D Microscopy of Single Cells using Super-Resolution and 
Scanning Ion-Conductance Microscopy.  
Navikas, V.*; Leitao, M. S.*; Grussmayer, K.; Descloux, A.; Drake, B.; 
Yserentant, K.; Werther, P.; Herten, D.; Wombacher, R.; Radenovic, A.; Fantner, 
E. G.;  
Nature Communications 2021, 12, 4565. 
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I am the co-first author of this manuscript, presented as a main contribution in the 
thesis, Article-chapter 5. 

5. Structural Diversity of Photoswitchable Sphingolipids for Optodynamic 
Control of Lipid Raft Microdomains.  
Hartrampf N.*; Leitao, M. S.*; Winter N.; Toombs-Ruane, H.; Frank, J.; Schwille, 
P.; Trauner, D.; Franquelim, H;  
Biophysical Journal 2023, S0006-3495(23)00135-2.  
 
I am the co-first author of this manuscript. I designed the biophysical experiments 
on biomembrane models with Hartrampf and Franquelim, performed high-speed 
AFM imaging, and analyzed the data. I developed a custom-made Matlab script to 
identify and quantify properties in membrane microdomains, from confocal and 
AFM images.  
 

6. Label-Free Long-Term Methods for Live Cell Imaging of Neurons: New 
Opportunities.  
Baricevic, Z.*; Ayar, Z.*; Leitao, M. S.; Mladinic, M.; Fantner, E. G.; Ban, J.;  
Biosensors 2023, 13(3), 404. 
 
I performed correlative microscopy with SICM on neurons, shown in this 
manuscript. I have also proofread and corrected the manuscript. 
 

7. Spatially Multiplexed Single-Molecule Translocations through a Nanopore at 
Controlled Speeds.  
Leitao, M. S.; Navikas, V.; Miljkovic, H.; Marion, S.; Pistoletti, G.; Chen, K.; 
Mayer, S.; Keyser, U.; Kuhn, A.; Fantner, E. G.; Radenovic A.;  
Nature Nanotechnology 2023. 
 
I am the first author of this manuscript, presented as a main contribution in the thesis 
Article-chapter 7. 
 

8. OpenSIM: Open Source Microscope Add-On for Structured Illumination 
Microscopy.  
Hannebelle, T. M*; Raeth, E.*; Leitao, M. S.; Lukeš, T.; Pospíšil, J.; Toniolo, C.; 
Venzin, F. O.; Chrisnandy, A.; Bichon, N.; P. Swain, P. P.; Ronceray, N.; Lütolf, 
P. M.; Oates, C. A.; Hagen, M. G.; Lasser, T.; Radenovic, A.; McKinney, D. J.; 
Fantner, E. G.;  
Under review. 
 
I integrated the structured illumination microscopy (SIM) developed by Hannebelle 
and Raeth into the time-resolved SICM system and performed correlative imaging. 
I processed SIM data with denoising artificial intelligence and compared it with 
traditional SIM reconstruction algorithms. I made figures and contributed to the 
writing of the manuscript.   
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9. Open source research-grade Scanning Probe Microscope Controller. 
Kangul, M.; Asmari, N.; Penedo, M.; Nievergelt, A.; Brillard, C.; Leitao, M. S.; 
Hug, H.; Fantner, E. G.;  
In preparation. 
 
I integrated the SICM adaptive hopping controller, and other control modules into 
the open-source hardware developed at LBNI. 
 

10. High-Speed Scanning Ion Conductance Microscopy with Adaptive Hopping-
Mode. 
Leitao, M. S. *; Drake, B. *; Shih, J.; Asmari, N.; Andany, S.; Nievergelt, A.; 
Kangul, M.; Fantner, E. G.;  
ACS Nano 2021, 15, 11, 17613–17622.  
In preparation. 
 
I developed the high-speed SICM system with Barney Drake. In this manuscript, 
we are describing in detail all the mechanical parts of the instrument and the 
adaptive hopping mode. 

 

*Equal contribution 
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2023              Invited Speaker | Time-Resolved Scanning Ion Conductance Microscopy and Single-Molecule Spectroscopy 
                   Correlative Microscopy Summer School ETH-EPFL 2023, Lausanne, Switzerland.  

2022           Talk | Nanopore-Based Scanning Probe Technology for Controlled-Translocations of DNA  
                   NanoBioTech-Montreux Conference 2022, Montreux, Switzerland.  

2022           Talk | 3D Imaging of Cells with Super-Resolution Scanning Ion Conductance Microscopy  
                   International symposium in Neuroscience and Microscopy, FNIP day 2022, Padua, Italy. 

2022           Talk | Scanning Ion Conductance Microscopy and Spectroscopy, AFM BioMed 2022, Nagoya, Japan.  

2022              Talk | Correlative 3D Imaging of Cells using Scanning Ion Conductance and Super-Resolution Microscopy 
                   Nanosciences for Life & Materials Sciences, Nano In Bio  2022, Guadeloupe, France.  

2021           Talk | Time-Resolved Scanning Ion Conductance Microscopy for 3D Tracking of Nanoscale Cell 
                   Surface Dynamics; Materials Research Society Fall Meeting 2021, Boston, USA.  

2021           Invited Speaker | Time-Resolved Scanning Ion Conductance Microscopy and Super-Resolution  
                   Imaging of Living Cells; Scanning Probe Microscopy for Biological Systems, bioSPM 2021, Moscow, Russia. 
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Research highlights in the media, printed magazines and interviews 
2023            Researchers control individual molecules for precision sensing 
                    EPFL article, June 2023 https://actu.epfl.ch/news/researchers-control-individual-molecules-for-pre-2/  
                    Nature Reviews Materials https://www.nature.com/articles/s41578-023-00584-8 
                    Nature Nanotechnology News&Views https://www.nature.com/articles/s41565-023-01477-1 

2022            New imaging method gives a live glimpse into how cells work  
                    BBC News - Technology show 4Tech airing on BBC Arabic, July 2022 
                     https://www.youtube.com/watch?v=Zq0eQPmJOtk&list=PL63lwGZ_8vsk6CkJcDW4KU9hn0gWUC9K_&index=26  

 
2021            New views of how cells work 
                    Front cover in Wiley Microscopy and Analysis Magazine November/December 2021 
                       https://analyticalscience.wiley.com/do/10.1002/was.00020440 &  
                       https://analyticalscience.wiley.com/do/10.1002/was.00170312/  

 
                     

 

 

 

Research summary 
I develop microscopes that enable 3D imaging of cellular membrane processes with nanoscale 
resolution in living cells and new single-molecule detection methods.  
 

A novel scanning probe 
microscope based on ion 
conductance reveals nanoscale 3D 
processes in membranes of living 
cells  
During my Ph.D., I developed a 
microscope that uses the flow of ions 
through a glass nanopore to visualize 
3D processes on the cell membrane. 
It generates images at sub-5nm 
resolution without perturbing the 
live cell. It’s called time-resolved scanning ion conductance microscope (TR-SICM). I demonstrated 
applications to several biological systems: 1) Biophysical properties of dynamic circular dorsal ruffles 
(CDR), which are poorly understood membrane events with a role in cell infection; 2) Morphological 
changes in human melanoma cells upon treatment with a drug known to reduce resistance to 
immunotherapy; 3) Mechanisms of bacteria-host infection in the human cell membrane. This 
microscope can potentially impact infection biology, immunology, and neurobiology – fields where it 
is crucial to understand how a cell interacts, communicates and reacts in real-time to an outside stimulus. 
Leitao et al. ACS Nano 2021.  
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Correlative 3D imaging of single cells 
using super-resolution microscopy 
and TR-SICM 
I collaborated with Prof. Radenovic's 
group (EPFL) to integrate the TR-SICM 
into a custom-built super-resolution 
optical fluctuation microscope (SOFI). 
To demonstrate the capabilities of our 
method, we performed correlative 
SICM/SOFI microscopy for visualizing 
the membrane surface and cytoskeleton dynamics in live cells with subdiffraction resolution. The 
combination of the multimodal SICM and flexible SOFI approach has the potential to become a routine 
imaging modality that will offer new insights into membrane processes in living cells. Navikas*, Leitao* 
et al. Nature Comm 2021. 
 

A new nanopore-based method to 
control single molecules for 
precision sensing 
I devised a single‐molecule method 
dubbed scanning ion conductance 
spectroscopy (SICS) that provides 
full control over the translocation 
speed of molecules through glass 
nanopores, yielding angstrom 
resolution. SICS overcomes critical 
limitations in nanopore technology 
by enabling a controlled 
translocation with constant velocity 
and averaging many thousands of readings on the same molecule region. SICS unlocks many 
applications that were not reachable by existing methods, demonstrated in DNA-protein complexes, 
DNA rulers, DNA gaps, and hairpins. Besides enabling more detailed biophysical studies in complex 
DNA systems, this method will be particularly beneficial for high‐throughput screening (HTS) assays, 
point‐of‐care devices, and high‐density, addressable DNA data storage. SICS also shows great potential 
for implementations in single protein sequencing and identification of post-translational modifications. 
Leitao et al. Nature Nanotechnology 2023. 
 
 

 




