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Abstract 
A crucial building block of responsible artificial intelligence is responsible data governance, including data 
collection. Its importance is also underlined in the latest EU regulations. The data should be of high quality, foremost 
correct and representative, and individuals providing the data should have autonomy over what data is collected. 
In this paper, we consider the setting of collecting personally measured fitness data (physical activity 
measurements), in which some individuals may not have an incentive to measure and report accurate data. This 
can significantly degrade the quality of the collected data. On the other hand, high-quality collective data of this 
nature could be used for reliable scientific insights or to build trustworthy artificial intelligence applications. We 
conduct a framed field experiment (N = 691) to examine the effect of offering fixed and quality-dependent monetary 
incentives, on the quality of the collected data. We use a peer-based incentive-compatible mechanism for the 
quality-dependent incentives without spot-checking or surveilling individuals. We find that the incentive-
compatible mechanism can elicit good quality data while providing a good user experience and compensating fairly, 
although, in the specific study context, the data quality does not necessarily differ under the two incentive schemes. 
We contribute new design insights from the experiment and discuss directions that future field experiments and 
applications on explainable and transparent data collection may focus on. 
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1 Introduction 
Technologies such as big data, data mining, and artificial intelligence are promising forces for improving data-
driven decision-making. But there are also several societal concerns. For example, collecting user data through 
surveillance, without fair compensation and autonomy, has been a common practice in the tech industry [Zuboff 
2019]. Similarly, the issue of data quality and its negative impacts often do not receive sufficient attention 
[Sambasivan 2021].  However, with several recently proposed and enacted regulations in the European Union 
(EU), such as the GDPR (General Data Protection Regulation), the AI Act, the DGA (Data Governance Act), and the 
DSA (Digital Services Act), these practices may be about to change. The regulations stress on social responsibility, 
trustworthiness, consumer protection as well as users’ privacy, data autonomy and informational self-
determination. Data minimization, fairness, and shareability become features of future-proof good practices 
[European Commission 2022]. Since these legal and ethical norms cannot be incorporated into data-driven 
systems in hindsight, recent research suggests viewing it as a system requirement calling for responsibility by 
design [Abiteboul 2019]. Motivated by this, we address the problem of designing for trustworthy data collection 
in this paper. 

Specifically, we study incentive mechanism design for sharing high-quality personally measured fitness data. 
Instead of automatically collecting data from a tracked device, we preserve the users’ autonomy to measure and 
report data voluntarily. While some data-providers may be intrinsically motivated to measure and report correct 
data, others may not be willing to do so without incentives. This may lead to low quality data that may be difficult 
or impossible to improve at a later stage [Mohan 2021].  Incentives can be manipulated by strategic misreporting, 
further degrading data quality. Explainable incentive-compatible mechanisms with game-theoretic guarantees 
[Faltings 2017] are a promising way to address these problems. Using fixed incentives and an incentive-
compatible peer-consistency mechanism designed to elicit subjective and unverifiable data by incentivizing 
truthful data reporting [Goel 2019a], we conducted an explorative field experiment. The research questions that 
we aimed to explore in this experiment are (1) what is the effect of varying incentives on the quality of reported 
data and (2) whether the way we implemented the incentive-compatible design leads to a good user experience. 

The experimental design and analysis focus on measuring and assessing data quality [Heinrich 2018, Madnick 
2009]. For the analysis, we used a simple quality difference measure, which enabled the comparison of the fixed 
incentives and the incentive-compatible mechanism groups. The quality difference measure required a third 
group as a reference. This third group delivered proxy ground truth observations. We find in the specific study 
context that the quality of the data between the two incentive groups does not differ, while data quality improves 
if extreme outliers are excluded from both the groups for analysis. Further, we find that the incentive-compatible 
mechanism provides a good user-experience and compensates fairly. Based on our insights, we discuss specific 
directions that future studies may focus on, such as design improvements when applying the incentive-compatible 
mechanism. 

Data collection is one of the earlier but important stages of data governance. If an overall responsible-by-
design data governance is implemented, individuals are likely to act based on the applied incentives and provide 
trustworthy data. Our research contributes to real-world applications of data-based technologies, while informing 
future research and complementing regulatory requirements. 
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2 Related work 
The design of robust incentive-compatible mechanisms is a central theme in economics and computation. The 
mechanisms of interest in the context of this paper are the mechanisms for information elicitation without 
verification. The pioneering work in this field is due to Prelec [2004] on the Bayesian Truth Serum and Miller et 
al. [2005] on the peer-prediction method. A lot of progress [Liu 2017, Radanovic 2016, Shnayder 2016] has since 
been made to make the mechanisms suitable for practical use in a variety of scenarios like opinion feedback 
elicitation (e.g. product reviews on e-commerce websites), participatory sensing (e.g. pollution measurements), 
human computation (e.g. microwork), etc. Faltings and Radanovic [2017] provide a comprehensive overview. 
Much of the work in this field is devoted to theoretical analysis and guarantees, but there have also been a few 
empirical studies in this area [Faltings 2014, Gao 2014]. These mechanisms work for discrete signals about 
phenomena that can be observed by multiple agents. 

One exception is the Personalized Peer Truth Serum (PPTS) of Goel and Faltings [2019a]. PPTS is a game-
theoretic incentive mechanism to elicit multi-attribute personal measurements from rational agents. Personal 
measurements may be about a phenomenon that can be observed only personally. To the best of our knowledge, 
this is the only incentive mechanism in the literature that meets the requirements of our experiment, in which we 
ask the participants to share their physical activity measurements. The mechanism is based on the logarithmic 
scoring rule [Gneiting 2007] and is a peer-consistency mechanism [Faltings 2017]. Peer-consistency mechanisms 
are incentive mechanisms to elicit correct information when there is no way to determine the correctness of the 
information, which is the case with subjective information related to physical activity. 

The idea behind these mechanisms uses the fact that the information is often provided by multiple agents, the 
peers. A naive mechanism is the output agreement mechanism [Waggoner 2014]. In the output agreement, two 
agents may be asked to review the same product and if they both provide the same review, they both get $1. 
Otherwise, they both get $0. It is obvious that this naive mechanism works only under very strong assumptions. If 
an agent believes that the other agent is most likely to have the same opinion, then a truth-telling equilibrium 
prevails. This basic idea has been improved significantly in the literature and there are now several mechanisms 
that make truth-telling an equilibrium even under weaker belief assumptions. In case of personal measurements 
such as physical activity data, the peer-relationship between the agents is not clear because every agent measures 
and shares data about its own body (unlike products on an e-commerce website that can be used and experienced 
by many agents). 

PPTS defines the peer-relationship by clustering agents based on similarity in correlated attributes. When 
agents share data about multiple correlated attributes (say X1, X2, X3), the agents can be clustered based on 
similarity in the shared data in other attributes (say X2, X3). Now, the rewards of each of the agents for the 
remaining attribute (X1) can be calculated. The score of an agent for an attribute is the ratio of the likelihood of the 
shared value of the attribute in the cluster of the agent and the likelihood of the shared value of the attribute in 
the overall population. Informally: 

𝑆𝑐𝑜𝑟𝑒 𝑓𝑜𝑟 𝑋ଵ = 𝑙𝑜𝑔
𝐿𝑖𝑘𝑒𝑙𝑖ℎ𝑜𝑜𝑑 𝑜𝑓 𝑋ଵ 𝑖𝑛 𝑡ℎ𝑒 𝑎𝑔𝑒𝑛𝑡′𝑠 𝑐𝑙𝑢𝑠𝑡𝑒𝑟

𝐿𝑖𝑘𝑒𝑙𝑖ℎ𝑜𝑜𝑑 𝑜𝑓 𝑋ଵ 𝑖𝑛 𝑡ℎ𝑒 𝑜𝑣𝑒𝑟𝑎𝑙𝑙 𝑝𝑜𝑝𝑢𝑙𝑎𝑡𝑖𝑜𝑛
 

The higher this ratio, the higher is the score of the agent. This mechanism is incentive compatible, i.e. truth-
telling equilibrium prevails and other (non-truthful) equilibria are not more profitable in this mechanism [Goel 
2019a]. The score outcomes can then be scaled appropriately (as per budget constraints and fairness 
requirements) to calculate the rewards in euros for each agent. Depending on the structure of the collected 
correlated data, clustering may require large samples, which is usually the case in crowdsourcing and big data 
technologies. 
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3 Experimental design and hypotheses 

3.1 Framing and task 
We designed a web-based framed field experiment [Harrison 2004], which had a potential real-world context. We 
used oTree [Chen 2016] to implement the experiment. Participants were recruited between 11/2020 – 06/2021 
through the Clickworker platform in Germany. They were presented with a crowdsourcing task aiming to collect 
fitness data suitable for training artificial intelligence algorithms. The task asked to report fitness data generated 
through a 15-20 minutes light or moderate outdoor activity. Light outdoor activity was defined by walking, and 
moderate outdoor activity as an activity that noticeably accelerates the heart rate, like Nordic walking, brisk 
walking, or light running. Fitness data to be reported contained seven measures correlated by individual 
physiology: Walk or Run Time, Distance, Average Pace, Fastest Pace, Ascent, Descent, and Energy Burn. The design 
did not require any personal identifiers or characteristics such as step length or body mass index, and there was 
no need to automatically track participants’ fitness wearables. Thus, the design respected data regulations. 

The study consisted of three easy steps: (1) agreeing to the informed consent, (2) downloading the Walkmeter 
app to the smartphone and collecting the fitness data, and (3) reporting the data with a chance to win 50 euros. 
The informed consent highlighted that we do not ask participants to do any outdoor physical activity that they 
would not usually do, and therefore we do not incentivize the execution of the physical activity. As a reference, 
crowdworking platforms usually require the minimum hourly wage, which then amounted to around 9.50 euros. 
By paying a fixed amount of 1.05 euros, we incentivized only data collection and data reporting, which took about 
3-5 minutes. In a real-world application, additional factors such as value of data would also be considered. The 
freely available Walkmeter app ensured that all participants use the same means of data collection. Further, we 
explained to the participants that we decided for the Walkmeter app, as it is commonly used and the free version 
does not require registration with personally identifiable data such as an email address. Thus, we preserved 
anonymous data collection. For reporting the fitness data, participants had three days’ time to return to the study 
website and submit their report. The chance to win one of ten lotteries worth 50 euros was available in each 
treatment group but varied by group. We did not offer the participants any personalized service, hence they did 
not benefit directly from measuring and reporting the data correctly and truthfully. 

We also collected demographic and post-study feedback data. Demographic data includes information on 
weight, height, age, and gender. Post-study data explores feedback on the user experience related to the incentive 
design. For more details on the instructions, see Appendix B. 

3.2 Treatments and hypotheses 
The experiment had three treatment groups: the Proxy ground truth (P), the Fixed incentives (F), and the Quality 
incentives (Q) group. In the Quality incentives group, we rewarded participants based on the above described 
PPTS mechanism, so that increasing incentives were aligned to the increasing quality of the reported data. 
Depending on their PPTS-score for all the seven fitness data entries, participants had varying chances to win 50 
euros. Using comprehension checks, we made sure that they understood the basic features of the PPTS 
mechanism (i.e. truthful and accurate data entries increase the quality of the automated peer grouping and entries 
score higher if they are more common in their own group than overall). Moreover, we made sure that they 
understood that they could influence their PPTS-scores, so that truthfulness and accuracy of their entries 
increases their PPTS-scores, and thus individual chances of winning. In the Proxy ground truth and Fixed 
incentives groups, the chance of winning the 50 euros was fixed (distributed equally among the participants) and 
independent from the content of the data entries. Comprehension checks made sure that participants understood 
this. In the Proxy ground truth group, we additionally required participants to submit a screenshot of the reported 
data, which served as a proof for data correctness. Thus, the Proxy ground truth group delivered a proxy of the 
ground truth data distribution to compare against. In the Fixed incentives group, we made it (by the instructions) 
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as salient as possible that data collection is uncontrolled. So, we expected to observe the most dishonesty and 
inaccuracy in this group. 

In order to estimate the assumed fixed effect of quality difference (by lying or inaccuracy) in the Quality 
incentives and Fixed incentives groups, we normalize the data in these groups by the outcome of the Proxy 
ground truth group and pool the data as a panel. We then hypothesize that the quality difference in the Quality 
incentives group is below the quality difference in the Fixed incentives group. Since the PPTS mechanism requires 
clustering of agents, ideally, we targeted to recruit 500 participants equally in each treatment group. In this way, 
the experimental design, including the treatment groups, the analysis plan, and the hypothesis are consistently 
aligned with each other. 

However, recruitment turned out to be very challenging and we will discuss in Section 5 on how to improve 
this in a future study or real-world application. We ended up recruiting the groups sequentially, and recruited 
only 691 participants altogether, out of which 501 were in (Q), 90 in (F), and 100 in (P). Each group was gender-
balanced. In the Quality incentives and Proxy ground truth groups, the participation rate was around 60%, 
compared to the roughly 80% in the Fixed incentives group. We will discuss in Section 5 whether the reason for 
this difference in the participation rate might be due to a self-selection bias and how this could be addressed. For 
an overview of the treatment conditions, see Table 1. For details on the recruitment and participation rates see 
Section A.1 in Appendix A and for the balance table see Table A.2 also in Appendix A. For further details on how 
the 50 Euros lotteries were paid in the Quality incentives group at the end of the experiment, please see Section 
A.3 in Appendix A. 

Table 1: Overview of the treatment conditions 

Treatment Number of Participants Incentives 
(chance to win 50 euros) 

Proof 
(take screenshot) 

Proxy ground truth 100 Fixed chances Yes 
Fixed incentives 90 Fixed chances No 
Quality incentives 501 Quality-dependent chances 

(peer-based) 
No 

4 Results 

4.1 Data quality 
Descriptive statistics indicate that there are extreme outliers in the sample (see Table A.4 in Appendix A). For 
example, the maximum value for energy is 283,500.00 calories, which is clearly not possible for a human to burn 
in the course of a 20-minute-walk. Although one can argue that excluding extreme outliers may bias our results, 
not excluding them overlays our data with a huge variance and noise resulting from unsophisticated lying and 
inaccuracy that blurs the results. 

To resolve this dilemma, we analyze all the three levels of data cleaning and will discuss the results for: (1) full 
sample with n=691, (2) sample excluding data points with invalid screenshots in the Proxy ground truth group 
resulting in n=668, and (3) sample additionally excluding extreme outliers in all the groups resulting in n=543. 
Invalid screenshots, such as spam pictures or screenshots from other apps than the Walkmeter app, were 
submitted in 23 cases in the Proxy ground truth group. Extreme outliers were identified using the interquartile 
range (IQR) method [NIST/SEMATECH 2013]. We calculate the IQR by subtracting the lower quantile (25%) from 
the upper quantile (75%). Extreme upper (lower) thresholds for outliers are defined by adding (subtracting) the 
triplicate of the IQR to (from) the upper (lower) quantile. Extreme outliers are identified for each fitness attribute. 
If a data row contains at least one extreme outlier value, the complete data row is excluded. Thus, we exclude 
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another 5% (4) data points in the (P) group, 20% (101) observations from the (Q) group, and 22% (20) from the 
(F) group. 

The correlated nature of the outcome variables (the seven fitness attributes) suggests an analysis approach of 
fixed effects estimation of panel data with repeated measures. Assuming that there is a fixed effect of quality 
difference of the collected data over all the seven outcome variables in the Fixed incentives and Quality incentives 
groups respectively, compared to the Proxy ground truth group, we normalize the data. Normalization yields a 
measure of how many standard deviations of the Proxy ground truth group the effect is away from the mean in 
the Proxy ground truth group. We then run a regression with fixed effects, clustering at the individual level to 
account for the correlated standard errors in the outcomes. Using a linear hypothesis test, we test the null 
hypothesis that the difference between the quality differences in the Quality incentives and Fixed incentives 
groups is zero. As our main result, we fail to reject the null hypothesis, but only very tightly with a p-value of 
0.054, if we exclude extreme outliers and keep only data with valid screenshots in the Proxy ground truth group. 
Table 2 reports the results in detail. 

Table 2: Fixed effects analysis 

 Without extreme outliers and invalid 
screenshots 

With extreme outliers 
Without invalid 
screenshots 

Full Sample 

nQ=400, nF=70, nP=73 nQ=501, nF=90, nP=77 nQ=501, nF=90, nP=100 
n=543, T=7, N=3801 n=668, T=7, N=4676 n=691, T=7, N=4837 

  (Q) (F) (Q) (F) (Q) (F) 
Quality 
difference 

Estimate 0.118 0.192 5.605 4.748 4.801 3.964 
Standard error 0.038 

(0.047) 
0.050 
(0.067) 

3.597 
(1.594) 

4.561 
(1.426) 

3.170 
(1.682) 

4.205 
(1.537) 

t-value 3.138 
(2.499) 

3.879 
(2.847) 

1.558 
(3.516) 

1.041 
(3.329) 

1.515 
(2.855) 

0.943 
(2.579) 

p-value 0.002** 
(0.013*) 

0.000*** 
(0.004**) 

0.119 
(0.000***) 

0.298 
(0.001***) 

0.130 
(0.004) 

0.346 
(0.010) 

Residuals Minimum -1.180 -17.073 -17.107 
Median -0.221 -2.439 -2.241 
Maximum 6.391 4812.525 4812.695 

R-squared  0.004 0.001 0.000 
Linear 
hypothesis test 

Chi-squared 3.708 0.065 0.064 
p-value 0.054 0.799 0.800 

a Fixed effects analysis with and without extreme outliers and with and without invalid proofing screenshots in the Proxy ground truth 
group (n=543, n=668, n=691). Wald Test with clustered standard errors reported in parentheses. Significance codes are: p***<0.001, 

p**<0.01, p*<0.05 

Although the statistical significance of the main result is marginal (p=0.054), it is worth taking a more detailed 
look at the results [Jung 2017]. Looking at the uncertainty measures, such as standard errors and confidence 
intervals (CI), we see a smaller quality difference, larger group size, and smaller CI in the Quality incentives group 
(CI: 0.118 ± 0.07448 or 0.04352 to 0.1925) and a larger quality difference, smaller group size, and larger CI in the 
Fixed incentives group (CI: 0.192 ± 0.09839 or 0.09361 to 0.2904). Thus, further experiments with equal group 
sizes are necessary to better evaluate the statistical significance. In a pairwise power analysis, we find negligible 
to small Cohen’s d’s and small to medium power levels (comparing (Q) and (F) d = 0.092, power = 0.109; 
comparing (Q) and (P) d = 0.151, power = 0.219; comparing (F) and (P) d = 0.253, power = 0.323). In order to 
improve statistical significance, a future study would require around 1800 participants per treatment group 
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(comparing (Q) and (F) d = 0.092, significance level = 0.05, power = 0.8), which is not a big sample for real-world 
applications. 

Next to statistical significance, we also look at the practical significance focusing on effect size. The closer the 
quality difference to zero, the higher is the data quality. If extreme outliers are included in the analysis, the mean 
quality difference does not differ in the Quality incentives and Fixed incentives groups. The quality difference is 
roughly four to five standard deviations of the Proxy ground truth group away from the Proxy ground truth 
group’s mean. This might be interpreted as unsophisticated lying and inaccuracy being larger than without 
extreme outliers. If extreme outliers with large variances are excluded, we find that the data quality improves 
both in the Quality incentives and Fixed incentives groups. The values of the quality difference drop below 0.2 
standard deviations of the Proxy ground truth group from the Proxy ground truth mean. Although there is no 
meaningful difference between the quality differences for the studied groups, the fact that their quality difference 
measure is close to zero means that they elicit good data. This might be interpreted as sophisticated lying and 
inaccuracy being reduced close to zero. Thus, our main result has the practical significance to provide evidence 
that the PPTS mechanism can elicit good data, especially if it further gets replicated in future experiments, where 
incentives to deliver incorrect data may be stronger. In the context of the present study, the varying incentives did 
not lead to a difference in the data quality. 

Figure 1 visualizes the quality differences split into the seven fitness attributes. Similar to Table 2, the closer 
the quality difference to zero (the midpoint of the radar chart), the higher the data quality. There are some minor 
quality differences between the Quality incentives and Fixed incentives groups in case of Average Pace, Ascent, 
and Descent, such that the data quality improves in the Quality incentives group, but there are no differences for 
the other fitness attributes. 
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Figure 1: Radar Chart showing the mean values of the seven fitness attributes for the normalized quality 
differences in the Quality incentives (orange solid line) and Fixed incentives (blue dashed line) groups 

(n=543). Normalization is based on the Proxy ground truth group. The scaling is zoomed into the range 0-
50%. 

4.2 Feedback on user experience 
Using post-study questions, we explore participants’ feedback on their user experience with the implemented 
incentive design. Amongst others, we asked about perceived effectiveness of the applied method without 
emphasizing the implemented incentives: “Compared to automated data collection, what do you think about the 
[new/study] method?”. Most participants in the Quality incentive group chose the answer option: “More people 
would allow having their data collected and data quality would be better.”. The other two groups were less 
confident about the methods applied in their respective groups. 

Regarding fairness related to the PPTS mechanism in the Quality incentive group, 70% of the participants 
expect to be scored fairly and 66% expect that other participants will also be scored fairly. While around a quarter 
of the participants are unsure about fairness. 

Explainability scored around 5 percentage points lower in the Quality incentive group, compared to the other 
two groups. Still, 81% of the participants in the Quality incentive group felt that the new method was presented 
and explained properly, which is the vast majority. 13% felt confused and 5% felt overstrained and swamped, 
which could be improved. Interestingly, the Proxy ground truth group felt 2 percentage points less properly 
informed and instructed than the Fixed incentive group, which means that adding the screenshot-taking task 
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already increased complexity enough to have some participants more confused and overstrained and swamped. 
See Table A.5 in Appendix A for more details on the descriptive statistics of the post-study feedback. 

5 Discussion 
Studies that target the reduction of dishonest behavior [Frank 2017, Hussam 2017, John 2012, Rigol 2016], e.g. in 
reporting questionable research practices, show positive effectiveness of incentive mechanism designs based on 
peer-consistency methods. Despite their great potential, incentive designs are seldom validated nor adapted in 
the field and existing field studies rarely get replicated. Underlying algorithms are deemed to be too complex, so 
that e.g. in John et al. [2012] they are not explained in detail. Other barriers are the large sample size that is 
required by these big data algorithms and the lack of suitable platforms meeting the recruitment requirements. 
Conventional crowdsourcing platforms might have established cultures or recruitment difficulties, while online 
research platforms might have a strong culture to deliver reliable and high-quality data, which would require to 
design additional incentives to lie [Gneezy 2018] or defaults to nudge certain choices [Baillon 2022]. The present 
study is unprecedented in its design and was therefore risky to conduct, as the chances were high that it will be a 
learning-from-failure study. Although we find no significant quality differences between the studied incentive 
mechanisms, the applied quality-dependent incentives can elicit good data and yield a good user experience. Thus, 
we provide a first transparent proof-of-concept as a practical contribution, and identify dimensions that need 
improvement and might cause data quality problems [Madnick 2009]. These dimensions cover topics from 
sampling through design details to feedback loops and data cleaning. 

The recruitment constraints during the data collection caused most limitations to our study. Thus, even though 
field experiments have a relatively high internal and external validity, their success is limited by the researchers’ 
connections and recruitment possibilities [Roe 2009]. The conventional crowdsourcing platform that we chose 
could not deliver, under pandemic conditions, the required large sample. The resulting different sample sizes and 
room for inaccuracy by design underpower the results. For example, checking for the validity of the screenshots 
could have been done before calculating the payoffs. Moreover, extreme outliers could have been excluded by 
design, e.g. by implementing reasonable ranges and asking participants to cross-check their results for accuracy 
before submission. The problem of the extreme outliers seems to root in participants’ negligence, inattention, and 
not taking the task seriously, rather than not having understood the task. What speaks for this are the descriptive 
statistics on explainability, which did not change in their composition after excluding extreme outliers. 

Low incentives might be another problem. One way to increase incentives would be to implement the incentive 
design repeatedly and put individual reputation as a ‘high-quality data provider’ at stake in a realistic setting. 
Feedback on the reputation could be used as part of individual progress monitoring or in social comparison. 
Repeated interaction would also increase the chances for learning effects and reduce the costs of initial learning 
invested to understand the incentive design. Implementation in a real-world setting would address the 
challenging problem of recruiting a large number of participants too. Moreover, it would allow establishing a new 
and purposive crowdsourcing culture, aligned with the incentive design and its trustworthy and responsible 
framing. In contrast, conventional crowdsourcing platforms often already have a disadvantageous culture, such as 
inattention, self-misrepresentation, high attrition, social desirability bias, etc. that impacts data quality [Agley 
2022, Aguinis 2021, Saravanos 2021]. 

If not caused by recruitment anomalies on the part of the crowdsourcing platform, the reported difference in 
the participation rates of 25 percentage points provides some evidence for a self-selection bias in the treatment 
groups. The self-selection might be driven by the varying complexity of the task. Any cognitive overload due to 
task complexity could be reduced by repeated interaction in a realistic setting, as suggested. Supporting this 
suggestion, Weaver & Prelec [2013] found that truthful behavior improved as participants learned the incentive 
mechanism through repeated interaction, even in the absence of explicit guidance. In another algorithmic context, 
Biermann et al. [2022] also showed that providing feedback to participants through repeated interaction is more 
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effective than explanation of the underlying mechanism. A future experiment may focus on, for example, the 
behavior of the participants in both groups as they learn through repeated interaction the incentive-compatibility 
of the peer-consistency mechanism and the absence of incentive-compatibility in case of fixed incentives. 

It is worth noticing that even though we excluded outliers after and not during data collection, this procedure 
reduced the impact of unsophisticated cheating and inaccuracy. In order to have enough observations for the peer 
clustering amongst a group sample of 500 observations, we initially narrowed down walk time to a 15-20 minutes 
range. This way, all participants also got an anchor for applying any heuristic reporting strategy, rather than 
completing the task. Thus, in real-world applications, it may be a good idea to not only use individual reputation 
as an incentive, but also additional measures (e.g., including limited ground truth [Goel 2019b]) to make 
sophisticated cheating too complex and costly enough to raise the overall trustworthiness of the mechanism 
design. 

In the context of fitness data, Zhou and Zhu [2022] recently showed that presenting calorie-equivalent exercise 
data is effectively nudging consumers to healthier food choices. Specifically, if food labels contain precise, rather 
than rounded exercise data, the intervention is more effective. “For instance, a chocolate bar with a calorie 
content of approximately 300 kcal may have a 5 km walk shown in its exercise data or, more precisely, a 4.87 km 
walk or a 5.13 km walk” [Zhou 2022]. Thus, data quality matters in our context for the most various applications, 
and its requirements (e.g. range, scale, interpretability, feasibility, acceptability, etc.) need to be defined in 
advance [Heinrich 2018]. 

Finally, the post-study survey could additionally ask whether participants were aware that they were in the 
respective uncontrolled group, as well as collect qualitative data via interviews or focus groups. Such feedback 
loops could be of key importance in repeated interaction settings in order to monitor how participants learn over 
time. Learning might also lead to abusing the mechanism, and thus further adjustment of the incentive design 
might be necessary. For monitoring continual and personalized adjustment in repeated and adaptive intervention 
settings, sequential randomized trials proved to be less limiting and more advantageous than traditional A/B-
testing [NeCamp 2019]. Again, for this purpose, real settings can be more adequate than conventional 
crowdsourcing platforms. Another improvement might be to initially explain the motivation behind using the 
quality-dependent incentives. Motivations are, for example, the consumer protection requirements by the new EU 
regulations or simply the aims to increase data quality and trustworthiness in the data collection procedure. 
Moreover, it might be helpful to explain why the mechanism is complex. For example, PPTS does not require the 
participants to submit proof of correctness of their data points or execution of any spot-checking or surveillance 
on the participants to calculate incentives, which is compensated by comparing peers based on correlated data, 
making cheating complex and unnecessary. On top of that, PPTS can also be used for data cleaning, not only for 
incentives [Goel 2020]. Data cleaning by design may require telling the participants in advance about its 
procedures if, for example, this procedure may affect their payoffs or behavior. 

6 Conclusion 
Via a large-scale framed field experiment, we demonstrate and discuss the challenges and opportunities that lie in 
incentive mechanism design for high-quality data sharing or collection, respecting the human-centric European 
responsible data governance principles. We implemented and explained the incentive mechanism in a transparent 
and easily comprehensive way, informing about the payoff risks of dishonest behavior and rewards for honest 
behavior, and leaving participation anonymous, voluntary, and untracked. We observe that incentive design can 
be effective in eliciting high-quality data in the context of unverifiable and personally measured fitness (physical 
activity) data. Moreover, we discussed the pitfalls of a challenging large-scale experiment related to design, 
recruitment, and analysis. In the post-study survey, participants reported they had a good user experience. Most 
of them felt properly instructed with a relatively high perceived effectiveness and fairness of the incentive 
mechanism. An ideal future experiment would include a repeated interaction, individual reputation as an 
additional stake and a real-world setting by design, in addition to a larger number of participants. Our research 
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thus contributes to improving the design and processes of future experiments and real-world applications 
utilizing incentive-compatible peer-consistency mechanisms for improving the quality of data. 
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A APPENDICES 
This section contains additional results. 
Data and analysis codes in R are available at: 
https://osf.io/kj95x/?view_only=f096326afa0e4506bc481d5b6b1152d1 

A.1 Recruitment and participation rates 
The data for the (Q) group was collected from 16/11/2020 to 12/03/2021, for the (F) group from 11/03/2021 to 
03/05/2021, and for the (P) group from 28/04/2021 to 30/06/2021. Note that data was collected sequentially. 
The reason for this was limited performance met by the recruitment platform. They delivered almost 700 
sequentially collected valid observations, despite the originally offered randomized data collection of a total of 
1500 observations. The participants were not qualified to be part of more than one group and groups were 
gender-balanced. We asked participants whether local COVID-19 measures affected their usual fitness behavior 
during the study, but did not find it to be a confounding factor in our analysis. 

In the (Q) group we had 784 persons clicking on the study link altogether. 24 persons dropped out right at the 
welcome screen before entering any information. 115 persons were not willing to download the Walkmeter app, 
another 19 stated that they usually are not physically active outdoors, and one person stated to be below age 18. 
Since these preconditions were necessary to enter the study, these persons were not allowed to participate. Six 
persons dropped out when reading or hearing the informed consent. 26 never returned after reading the 
instructions on how to use the Walkmeter app. 25 dropped out after reading the task description and detailed 
information about the earnings, out of which three persons clicked on the calculation formula. Based on the 
mistakes in the answers to the comprehension questions, we guess that these 25 persons had difficulties 
understanding the earnings calculation. At the reporting stage, 67 persons were excluded for entering invalid 
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entries, having missing data, or not filling out the report at all. Finally, we ended up with 501 observations, which 
is a participation rate of 63,90%. 

In the (F) group we had 111 persons clicking on the study link altogether. 15 persons were not willing to 
download the Walkmeter app, and another two stated that they usually are not physically active outdoors. At the 
reporting stage, four persons were excluded for entering invalid entries, or not filling out the report at all. Finally, 
we ended up with 90 observations, which is a participation rate of 81,08%. 

In the (P) group we had 170 persons clicking on the study link altogether. Five persons dropped out right at 
the welcome screen before entering any information. 26 persons were not willing to download the Walkmeter 
app, and another three stated that they usually are not physically active outdoors. Three persons dropped out 
when reading or hearing the informed consent. Five never returned after reading the instructions on how to use 
the Walkmeter app. One person dropped out after reading the task description and detailed information about the 
earnings. At the reporting stage, 27 persons were excluded for entering invalid entries, or not filling out the report 
at all. Finally, we ended up with 100 observations, which is a participation rate of 58,82%. On top of that, in parts 
of the analysis another 23 persons were excluded for uploading invalid screenshots. We used the valid 
screenshots to correct any typos and small mistakes by participants who otherwise filled out the report correctly. 

A.2 Balance table for the full sample (n=691) 

Table A.2: Balance table for the full sample (n=691) with tests for all group comparisons 

  Share female Share aged 18-27 Height Weight 
Proxy ground 
truth (P) 

Mean 49% 55% 173.7 73.7 
St. Dev.   9.525 16.663 
N 100 100 100 100 

Fixed incentives 
(F) 

Mean 50% 67.8% 172.9 74.022 
St. Dev.   10.307 18.519 
N 90 90 90 90 

Quality 
incentives (Q) 

Mean 48.1% 53.9% 174.166 76.218 
St. Dev.   10.073 17.915 
N 501 501 501 501 

Test P=F χ2=0 χ2=6.591 F=0.309 F=0.016 
P=Q χ2=0.003 χ2=3.157 F=0.181 F=1.684 
F=Q χ2=0.047 χ2=8.853 F=1.196 F=1.134 

a None of the demographic variables shows statistically significant differences at conventional levels. Significance codes are: * p<0.1; 
** p<0.05; *** p<0.01 

A.3 Details on lotteries in the Quality incentives group 
In our experiment, the participants did not interact with the incentive mechanism in a repeated manner. We 
explained the mechanism to the participants before they measured and reported their data, and they were paid 
after they had reported the data. Therefore, the actual payments were not directly related with the observed 
behavior of the participants in this experiment. However, for completeness, this section provides details on how 
the lotteries in the (Q) group were drawn and final payments were made according to the PPTS mechanism. 

We computed the clusters for every participant and for each of the seven fitness attributes, using the values 
reported by the participant and the other participants on rest of the attributes. We treated the k (=50) nearest 
neighbors of any participant, according to Euclidean distance metric, as their cluster. Having defined the clusters, 
we computed the attribute score of any participant using the logarithm-based scoring formula given in [Goel 
2020]. The same process was repeated for each of the attributes and for every participant. The final score for any 
participant was the average of all the attribute scores for that participant. To decide lottery winners from these 
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scores, we normalized the scores and drew lottery (averaged over several thousand draws), in which the 
participants were assigned probabilities of winning that were proportional to their respective final scores. 

A.4 Descriptive statistics for the full sample (n=691) 

Table A.4: Descriptive statistics for the full sample (n=691) 

Statistic N Mean St. Dev. St. Err. Min Pctl(25) Median Pctl(75) Max 
Walk Time (min)         

(Q) 501 18.299 3.465 0.155 10.000 16.017 18.083 20.200 25.850 
(P) 100 18.787 3.702 0.370 10.000 16.196 18.508 20.862 26.417 
(F) 90 18.908 3.707 0.391 10.000 16.508 18.908 20.300 25.350 

Distance (km)         
(P) 100 2.112 2.249 0.225 0.060 1.197 1.530 2.090 20.000 
(F) 90 2.209 2.190 0.231 0.660 1.252 1.730 2.575 20.000 
(Q) 501 4.385 50.323 2.248 0.000 1.200 1.561 2.160 1126.538 

Average Pace 
(min/km) 

        

(P) 100 19.282 46.243 4.624 1.100 9.892 11.967 14.665 371.033 
(Q) 501 52.876 139.355 6.226 0.000 9.567 12.317 16.200 779.300 
(F) 90 53.428 129.012 13.599 0.167 8.496 11.291 16.363 727.050 

Fastest Pace (min/km)         
(P) 100 15.959 71.502 7.150 1.100 5.900 7.875 9.790 720.000 
(Q) 501 46.509 126.776 5.664 0.000 6.400 8.900 11.717 725.050 
(F) 90 58.961 147.637 15.562 0.083 5.525 8.358 12.113 725.100 

Ascent (m)         
(P) 100 52.697 99.761 9.976 0.000 0.000 12.000 59.750 609.000 
(Q) 501 56.356 158.361 7.075 0.000 0.000 14.000 57.000 2000.000 
(F) 90 63.997 129.703 13.672 0.000 0.088 19.000 93.750 1000.000 

Descent (m)         
(P) 100 45.136 95.595 9.560 0.000 0.000 10.500 46.000 608.000 
(Q) 501 51.930 142.001 6.344 0.000 0.000 12.000 51.000 2000.000 
(F) 90 60.572 133.469 14.069 0.000 0.000 12.500 91.250 1000.000 

Energy Burn (calories)         
(P) 100 131.360 103.618 10.362 38.000 74.000 89.000 133.800 591.000 
(F) 90 182.647 340.424 35.884 20.000 75.000 102.000 169.500 3000.000 
(Q) 501 700.738 12660.460 565.628 0.000 71.000 95.000 146.000 283500.000 

A.5 Post-study feedback on user experience for the full sample (n=691) 

Table A.5: Post-study feedback on user experience for the full sample (n=691) 

Questions and answer options Counts and percentages 
nQ=501 nF=90 nP=100 

Do you think that truthful and accurate reporting was the best strategy in this study? 
Yes 477 (95.21%) 87 (96.67%) 97 (97%) 
No 24 (4.79%) 3 (3.33%) 3 (3%) 
Do you think that the (new) method used in this study is a useful method to collect truthful and accurate entries on 
personally observable data, such as fitness- and health-related data? 
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Questions and answer options Counts and percentages 
nQ=501 nF=90 nP=100 

Yes 432 (86.23%) 82 (91.11%) 88 (88%) 
No 69 (13.77%) 8 (8.89%) 12 (12%) 
The (new) method used in this study allows the collection of personal data in high quality, while preserving anonymity 
and without the need to automatically track users via apps or wearable devices. As a user, what would you prefer? 
I prefer the new method. 269 (53.69%) 51 (56.67%) 61 (61%) 
I prefer automated tracking and data collection. 117 (23.35%) 20 (22.22%) 20 (20%) 
I don’t care. 115 (22.95%) 19 (21.11%) 19 (19%) 
Compared to automated data collection, what do you think about the [new/study] method? 
Less people would allow having their data 
collected and data quality would be worse. 

91 (18.16%) 19 (21.11%) 33 (33%) 

Less people would allow having their data 
collected and data quality would be better. 

134 (26.75%) 26 (28.89%) 25 (25%) 

More people would allow having their data 
collected and data quality would be worse. 

52 (10.38%) 19 (21.11%) 13 (13%) 

More people would allow having their data 
collected and data quality would be better. 

224 (44.71%) 26 (28.89%) 29 (29%) 

More and more smartphone apps offer personalized services that are based on automated data collection. Which data 
source would you trust more? 
I would trust more the data that was collected by 
using the [new/study] method. 

289 (57.68%) 40 (44.44%) 48 (48%) 

I would trust more the data that was collected 
automatically. 

212 (42.32%) 50 (55.56%) 52 (52%) 

How did you feel about the way the [new/study] method was presented and explained? Please mark the statement that 
comes closest to how you felt. 
I felt properly informed and instructed. 407 (81.24%) 79 (87.78%) 86 (86%) 
I felt confused. 65 (12.97%) 8 (8.89%) 10 (10%) 
I felt overstrained and swamped. 23 (4.59%) 2 (2.22%) 3 (3%) 
I felt intimidated in some way. 6 (1.20%) 1 (1.11%) 1 (1%) 
Do you expect the new method in this study to score you fairly? 
Yes 353 (70.46%) In the Quality incentives group only. 
No 21 (4.19%) 
I don’t know 127 (25.35%) 
Do you expect the new method in this study to score all the study participants fairly? 
Yes 333 (66.47%) In the Quality incentives group only. 
No 36 (7.19%) 
I don’t know 132 (26.35%) 
How high do you expect your individual chance of winning to be, compared to other study participants? Rating from: (1) 
= ‘very low’ to (7) = ‘very high’ 
Mean 
(Standard deviation in brackets) 

3.93 
(1.63) 

In the Quality incentives group only. 

B APPENDICES 
This section contains the design details of the experiment, including an extract from the instructions. The extract 
contains the explanation of the PPTS mechanism to the participants. For the oTree codes and the full-text of the 
instructions, both in English and the original German version, visit the online supplementary repository: 
https://osf.io/kj95x/?view_only=f096326afa0e4506bc481d5b6b1152d1 

B.1 Scoring of single entries 
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We use a scientifically validated mechanism to assess the truthfulness of your entries to every single fitness 
attribute as listed above, such as walk or run time, distance, pace, energy burn, etc. Each entry gets scored. 

Truthful and accurate entries get higher scores than untruthful and inaccurate entries. We calculate the 
individual chance of winning from the sum of scores for every single fitness data attribute. 

 

Figure B.1: Scoring of single entries explained graphically 

B.2 Grouping 
In order to assess the truthfulness of your single entries, for example your entry for distance, we compare your 
entry with the entries of ‘peers’. ‘Peers’ are those study participants, who reported similar values than you to all 
other entries, other than distance in this example. Since all fitness data attributes are connected to each other 
through human physiology, ‘peers’ are very likely to be very similar in their physiology. Peer grouping is done by 
an algorithm. By this, we can still assess your entries in a personalized manner, yet anonymously. The more 
truthful and accurate your entries are, the better the quality of the peer grouping will be. 
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Figure B.2: Grouping explained graphically 

B.3 Comparing 
Your entries will score higher if they are more common in your group than overall among all study 
participants. Thus, to maximize your scores, make your entries as truthful and accurate as you can. 

Click here, if you would like to see the calculation formula. 
<For distance for example we apply: 

Score for 𝑑𝑖𝑠𝑡𝑎𝑛𝑐𝑒 = 𝑙𝑜𝑔
Commonness of your 𝑑𝑖𝑠𝑡𝑎𝑛𝑐𝑒 entry in your group

Commonness of your 𝑑𝑖𝑠𝑡𝑎𝑛𝑐𝑒 entry overall
 

where the logarithmic function (log) is an increasing function, and commonness is the likelihood of your entry in 
the distribution of the same entries.> 
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Figure B.3: Comparing explained graphically 

Since it is individually the best strategy to report truthfully and accurately, you can assume that also other study 
participants will report truthfully and accurately. 

Since the fitness data is not simultaneously collected from all study participants, it is not possible to provide 
you real-time feedback on your scores. The algorithms applied in this study may cause minor variation in scores. 
However, this does not affect the general tendency of true and accurate entries getting higher scores than 
fake or less accurate entries. 

 


